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Abstract— Analysing the voice of the customer (VoC) 

through the customer intent has many applications ranging 

from personalised marketing to behaviour study. 

Individuals express their feelings in a language that is 

frequently accompanied by ambiguity and figure of speech, 

making it difficult even for humans to understand. 

Customer feedback is crucial as part of the customer 

experience (CX) management in customer retention and 

improves the sales strategy. Modern research has been using 

machine learning and word embedding technique for 

sentiment analysis, and it is focused on the predictive model 

without further context. In this study, the customer 

feedback comes in the form of Net Promoter Score (NPS) 

with a text box for written feedback. We analyse the data 

and demonstrate a hybrid representation that has resulted 

in the accuracy improvement of the sentiment classification 

task and predicting customer intent. The datasets were first 

trained using Word2Vec with the previous dataset and then 

fit into the Random Forest classifier, tested as the best 

configuration to prevent overfitting. The hybrid 

representation is compared against the baseline sentiment 

polarity tool through few experiments; the results have 

shown that the hybrid model has improved accuracy for the 

sentiment classification task. Lastly, we performed customer 

intent prediction by using the Power BI influencer module. 

The outcome of the result can be used as a reference for IT 

management in decision making. 
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I. INTRODUCTION 

The customer experience (CX) refers to the overall 
experience a customer has with particular products or 
services, based on their engagement with and thoughts 
about the brand [1]. The sentiment elements of the CX 
relates to the features, speed, and availability of a service 
or product, and these sentiments can be positive or 
negative, for example, delight, regret, anger, outrage, joy 
or surprise [2]. The relationship between CX and customer 
commitment is crucial to retain customer loyalty. In the 
logistics industry, CX plays a crucial role in retaining the 
customer directly (Voice of Customer) and indirectly 
(Voice of Product) through an empirical study based on 
surveys [3]. The measurement of CX in this study is 

through Net Promoter Score (NPS) gathered from the 
customer feedback survey (CFS) in the IT department of 
the logistics company. 

While the CFS form is the platform to capture 
customer feedback, there is currently no research to 
identify the customer intent by comparing NPS scoring. 
The analytic process for the sentiment analysis cannot be 
done just relying on the NPS scoring data.  

Sentiment analysis is a standard method used to detect 
sentiment polarity scoring. The sentiment analysis of the 
short text of tonal estimates helps identify whether 
customer feedback has a negative or positive trend [4].  

A. Models 

In textual information classification, there are facts 
and opinions. The fact will provide the objective intent 
about entities, events, and attributes, while the opinion 
will address the subjective intent on human sentiment and 
feelings to their properties [4]. The author [4] highlights 
the sentiment analysis of the short text of tonal estimates 
that help identify the condition where the customer 
feedback has a negative or positive trend. Sentiment 
analysis had gone beyond the text mining of text 
categorisation and labelling capability. With the current 
research, sentiment analysis can analyse opinion 
expression, emoticons, emoji ideograms [5], and 
exclamation marks [6]. The author [7] shares various 
factors in influencing the sentiment level expressed in the 
textual comments. The example includes using the capital 
letter [8] tends to mark something for attention, emoticons 
to visualise the facial expression, and its potential to 
reverse the meaning of a statement [9]. Also, the test result 
of using exclamation marks pointed out that adding more 
exclamation marks on the negative comments will result 
in higher dissatisfaction [10]. The mentioned arguments 
validate that customer experience and sentiment feedback 
will influence overall customer satisfaction. 

1) Word Embedding 
Word embedding represents words within a 

continuous embedding space by exploiting the word 
similarity patterns to be learned and reused later; the 
representation is numeric. The data accuracy can be 
improved when the text segmentation technique of using 
word embedding is used [11][12]. The Word2Vec model 
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is selected in this study because it is a simple method for 
finding phrases in the text and shows that learning a good 
vector representation of phrases is possible [13]; 
Word2vec is easy to implement with robust architecture 
and works well in capturing the semantic similarity. A 
recent study [14] pointed that Word2Vec provided an 
efficient implementation of CBOW and Skip-gram 
architectures for word vector representation. The study 
[14] shows more than 99% accuracy after the 
implementation of the Word2Vec model. While the other 
similar research presented the work experiments with the 
Word Embedding as the prediction model using different 
machine learning techniques to improve customers’ 
shopping experience [11]. The results indicate that word 
embeddings gave the best predictor model and can be a 
valuable technique for many NLP applications. Both types 
of research indicate great results in capturing the words as 
text representation. 

2) Random Forest 
Random Forest (RF) algorithm is a combined 

classifier algorithm [15]. With the acquiring of 
classification and regression tree (CART) as the classifier 
element, RF can tolerate noise further and improve higher 
classification performance. RF extends the basic idea of a 
single classification tree by growing many classification 
trees in the training phase and averaging to improve the 
predictive accuracy. To classify an instance, each tree in 
the forest generates its response (vote for a class). One 
significant advantage of RF over traditional decision trees 
is protecting against overfitting, making the model deliver 
high performance [16][17]. 

3) Sentiment Polarity Tool 
Both VADER [18] and TextBlob [19] are frequently 

used and cited. VADER (Valence Aware Dictionary and 
sEntiment Reasoner) belongs to a type of sentiment 
analysis based on lexicons of sentiment-related words and 
rule-based. Each of the words in the lexicon is rated with a 
sentiment polarity of positive and negative. Multiple 
studies suggest that VADER provides higher accuracy in 
sentiment polarity scoring than other methods [20]. 
TextBlob is a python library for textual data processing. 
First, it provides the platform, to begin with, the standard 
natural language processing (NLP) tasks such as part-of-
speech tagging, noun phrase extraction, sentiment 
analysis, classification, translation, and more. The recent 
research pointed out that TexBlob can provide higher 
accuracy during the experiment in capturing the mobile 
branding sentiment polarity [19]. 

4) Word Embedding and Random Forest as 
Classification Model 

The recent research concerning the pairing model of 
word embedding and RF is common with excellent 
results, but the focus is different from this study. 
Research paper [11] focuses on regression but not 
classification. This paper highlights the benefits of Word-
Embedding, suggesting that with Word-Embedding, it 

will be the best predictor model. Fundamentally, 
classification is about predicting a label, and regression is 
about predicting a quantity. The author of the research 
paper [21] proposed a feature extraction using Word 
Embedding and a content-based classification model 
which uses machine learning to filter out unwanted 
messages. The performances of the classification 
algorithms are compared, and the RF method succeeded 
with an accuracy rate of 99.64%. For non-English 
research using Turkish text analysis, the author of the 
research paper [22] was able to measure higher accuracy 
of the results (56.48%) by using a word embedding and 
RF in comparison against the other four machine learning 
models like Support Vector Machine (SVM), Naïve 
Bayes (NB), k-nearest neighbours (KNN), and Decision 
Tree (DT). Using the similar approach of Word-
Embedding and RF in the ontology field, the author [23] 
predicts the alignment between ontology concepts with 
more than 85% precision scoring findings that the hybrid 
approach is a good predictor model. Based on our 
literature review concerning the customer service 
industry, implementing machine learning techniques in 
detecting the sentiment polarity were focused on 
combining both Word-Embedding and Random Forest 
(RF) [11][23]. These studies suggested that the 
combination is a good predictor model, but there is no 
research in comparing the data accuracy from the NPS 
result with the submitted text. The NPS result only 
captures the customer scoring but not the customer intent 
in the context of satisfaction and dissatisfaction with the 
products and services they had subscribed to.  

5) Customer Intent Prediction 
Voice of Product (VoP) is the next step or the evolution 

of the products and what customer needs or wishes [24]. 
This can be summarised as customer intention. There are 
many predictive tools in the market. Still, without much 
programming intervention, Microsoft developed a 
module in Power BI reporting tool called Influencer 
Visual based on the ML.NET framework, a predictive 
machine learning model using the Gradient Boosting 
algorithm called MART [25]. The algorithm employed 
was an efficient implementation and show promising 
results in the mechanical prediction [26] and error 
compensation [27]. Based on the Google Scholar search, 
the application of ML.NET into the customer service 
industry for customer intent prediction is not available.  

B. Research Objectives 

There are three research objectives in this study. The 
first research objective (RO#1) compares the results 
between the accuracy of NPS scoring with sentiment 
polarity tool (TextBlob and VADER) and a hybrid model 
of Word-Embedding Random Forest. The accuracy result 
helps identify the best predictor model for customer intent 
prediction in the later stage and validate if the NPS is a 
suitable model for gauging VoC. 
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The second research objective (RO#2) is to identify 
the best method to perform customer intent prediction 
based on Result #1. 

The third research objective (RO#3) is to compile the 
intent category to predict the customer intent concerning 
the IT products and services. 

II. METHOD 

In understanding the customer intent, further 
investigation to recognise the classification of customer 
sentiment is crucial. In this section, the researcher presents 
the methods conducted in this Sentiment Analysis study. 
This study has five methods detailed as follows and 
illustrated in Fig. 1.   

A. Dataset Extraction 

With the approval of the senior management of the IT 
department of the logistics company, the datasets from the 
year 2019 were extracted from their customer feedback 
system (CFS) database in Microsoft Excel data format 
with compliance and accordance with the data protection 
act and the data privacy law. A total of 27,897 rows of 
data was extracted. 

B. Data Pre-Processing 

Ensuring the data quality extracted from the CFS 
database helps transform the text into a more 
understandable format so that machine learning 
algorithms can perform better. Tokenisation, lemmatise, 
and stop words removal are the steps used for data pre-
processing.  

C. Data Benchmarking 

After the data pre-processing, with a simple python 
script in capturing the word count and unique words; we 
have found 107,035 total numbers of words with 6,033 
unique words in the dataset and a total of 21,359 rows of 
data with 20,023 (93.7%) positive and 1,336 (6.3%) 
negative feedback.  

D. Sentiment Polarity Scoring 

Word2Vec + RF (WE+RF): We deployed the 
Word2Vec and RF algorithm using a python script. First, 
we deploy the word embedding function using Gensim 
models of word2vec. Second, the words vector was 
trained with two types of data training, (1) Year 2018 
Submitted feedback datasets from the CFS database from 
the IT department of the logistics company – 25,000 rows 
of data, (2) IMDB training dataset downloaded from 
Kaggle – 25,000 rows of data. The trained data passed 
into the Random Forest classifier configured at 100, 200, 
400, 600, 800, and 1200 trees using the sklearn module 
through the python script. The result is presented in the 
Result section. 

VADER (VD): A python script has been created using 
the NLTK SentimentIntensityAnalyzer library to capture 

the sentiment polarity scoring. The results were collected 
and presented in the Result section. 

TextBlob (TB): A python script using the textblob 
library to capture the sentiment polarity scoring was 
developed. The results were collected and presented in the 
Result section. 

E. Customer Intent Categorisation and Prediction 

To analyse the customer intent, we manually labelled 
and categorised the customer intent category based on the 
ticket resolved under the support group and their function 
with the help of the human annotation from the IT 
department in the logistic company. The nine intent 
categories are Application, Architecture, Commercial, 
Facility, Infrastructure, Local Support, Service, Software 
Design, and Others. The motivation behind this 
categorisation is to retrieve the customer intent either in 
positive or negative sentiment through the automated 
sentiment polarity classification method towards a 
category, thus providing the service improvement options 
in supplement the CX. 

With the best sentiment analysis method selected, the 
results are loaded into the Microsoft Power BI tool and is 
configured with Influencer Visual Module, which can help 
to visualise and assist in understanding the factors that 
drive the customer intent result. It analyses the data, ranks 
the factors that matter, and displays them as key 
influencers. This study visualised customer intent 
prediction with the average sentiment polarity result of the 
overall negative and positive. Follows by using key 
influencers visuals to show the area which requires 
improvement.  
 

 
Figure 1.  Methods used 

III. RESULT 

The result of the experiments was retrieved based on 
the evaluation of our method to predict the customer intent 
using the sentiment analysis method. Our preliminary 
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study shows that the best method of a hybrid WE+RF has 
improved accuracy in sentiment polarity scoring. The 
WE+RF is trained with 100 trees and slowly increased to 
1200 trees; this training uses the 21,359 processed data. 
Each training took less than 3 minutes. The result is stable 
after configured with 800 trees. The configuration of 
“n_estimators = 800” in the RF python code help in the 
overfitting issue.  

A. Sentiment Polarity Scoring  

Table I shows that all input method is lower than the 
baseline accuracy. The highest accuracy achieved was 
85.50% using the VD polarity classification tool, follows 
by TB at 85.30%. The lowest value by just using RF with 
the configuration of 800 scores the lowest at 63.20%. The 
proposed model accuracy scoring is at 77.30%, which is 
lower than both VD and TB.  

TABLE I.  SENTIMENT POLARITY SCORING AND ACCURACY 

RESULT 

Sentiment 

Methods 

NPS 
RF 

(800) 

WE+RF 

(800) 
VD TB 

Negative 1336 8166 4951 3334 3467 
Positive 20023 13193 16408 18025 17892 
Accuracy (%)   63.20 77.30 85.50 85.30 
Total 21359 21359 21359 21359 21359 

The differences show either the customer is merely 
rating the NPS or the proposed method is inaccurate. To 
analyse this situation, we use golden label by hiring an 
experienced IT staff in the logistic company to label 
random 100 data from the NPS and WE+RF manually. 
We observed that the customer NPS rating differs from 
their submitted text. The result of the golden label 
indicates that the accuracy of the polarity sentiment 
scoring tool does not understand the sarcasm and the 
meaning of the sentence. Both VD and TB are based on 
the sum of scoring. Hence, WE+RF shows a more 
accurate result, and the data output from WE+RF is used 
for the customer intent prediction - this met RO#1. While 
WE+RF is the best method to perform customer intent 
prediction, this met RO#2.  

B. Customer Intent Prediction  

The results processed by the Power BI tool are shown 
based on the positive (POS) (Fig. 2) and negative (NEG) 
(Fig. 3) sentiment. The predictive illustration based on the 
POS sentiment shows that the Commercial category has 
the likelihood of further increase of rating by 1.09 (9%). 
For NEG prediction, the Others category is having the 
likelihood of increased NEG rating by 1.60 (60%). Both 
POS and NEG results are crucial for IT management to 
improve the products and services - this met RO#3. 
 

 
Figure 2.  Positive (POS) result 

 
Figure 3.  Positive (POS) result 

C. Conclusion 

Based on the experiments conducted, the results 
indicate that the combination hybrid model of WE+RF 
provides a more accurate result than the sentiment polarity 
tool. The sentiment polarity tool analyses the submitted 
text and converts it into words and compares it against its 
lexicon. It classified the word and assigned a scoring with 
negative and positive metric values. VD indicates the 
highest scoring, but it does not capture the customer 
intent. This method does not help in understanding the 
VoC.  

The proposed WE+RF model shows the accurate 
result by verifying it through the golden label method 
through the test in this study. This shows that the feature 
and words similarity extraction through word embedding 
and the best overfitting method in machine learning using 
Random Forest supports this result. Power BI as the 
predictive tool able to provide customer intent prediction 
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and the efficiency of the result can be compared with the 
future data extraction and analysis. All the research 
objectives were met through the test result. 

IV. DISCUSSION AND CONCLUSION 

This study aims to explore the comparison of the data 
accuracy between NPS scoring with sentiment polarity 
tool and a hybrid model of Word-Embedding and Random 
Forest. The result shows accuracy improvement in actual 
sentiment polarity scoring with the best method, hybrid 
model using Word2Vec and Random Forest, to perform 
customer intent prediction. The attempted results of this 
research offer both research and managerial implications 
for the IT department in the logistic industry and beyond 
to now be detailed. 

A. Research implication - Effects of NPS scoring on 
customer experience 

Customer feedback on products and services are the 
essential attributes affecting the 5-Star rating for the IT 
department of the logistic company. The findings of this 
research contribute to the research in the CX area and 
supporting the existing literature, which found that NPS 
scoring is not a recommended method in gauging the 
VoC. The accuracy between NPS scoring and the 
submitted feedback have differences, and with the 
proposed model, we observed some of the data scored 
with 5-Star, but the feedback is with sarcasm, and the 
issue is not resolved.  

B. Executive implication - Predict customer intent and 
prioritise improvement 

The IT management team should consider the 
customer intent prediction result and use the data to 
prioritise the improvement on the suggested area to 
improve the performance of the products and services.  

C. Conclusion 

Text mining, primary on words and sentiment 
analysis, plays a crucial role in understanding the 
customer experience [28]. Based on the experiments, 
WE+RF with the configuration of 800 trees is more 
accurate in terms of the true meaning. It is suitable as the 
predictor model in helping this research achieve the 
customer intent prediction. The implication of this 
research has been discussed, contributing to both research 
and executive implication. The results emphasise the 
suggestion that it would be a disadvantage for a business 
to ignore the VoC in the form of submitted text in the CFS 
and solely depending on the NPS result. Concurrently, the 
result of the experiment shows that all the research 
objectives were met. Hence, the customer intent prediction 
can be achieved by using the proposed model. 
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