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EXPERIENCE FIRST: INVESTIGATING SMART 

WEARABLE TECHNOLOGY ACCEPTANCE AMONG 

ELDERLY CITIZENS 

 
Abstract 

As the population ages, there is a greater demand for health care services and support, 

especially through smart wearable technology to monitor the elderly’s health at the same 

time resolving the psychological, psychosocial, and mobility inadequacies. This study 

looked at the aspects that may have helped older people embrace smart wearable 

technologies to expedite and promote the use of smart wearable technology. After 

consulting the earlier related studies, a structural equation modeling-based model of smart 

wearables acceptance for elderly citizens will be developed. This model will include an 

extra construct—individual context—by including elements such as anxiety and self-

efficacy. This study mainly focused on developing countries, which is Malaysia in this 

case, as the available studies for acceptance of smart wearable technology are still lacking 

in our country. The population of this study is mainly older adults with basic knowledge 

of Smart Wearable Technology or users of the technology. In the data collection phase, 

300 datasets were collected, and 266 examples were used for model validation after data 

filtering in the data processing phase. The validity and reliability of the constructs in the 

model were assessed through the method of partial least squares. In the assumption testing, 

normality and common method variance were applied. For further assessment, 

convergent validity, discriminant validity, internal consistency reliability, and indicator 

reliability (outer loadings) were all used to evaluate the measuring model. Difficulties 

with collinearity, path coefficients, confidence intervals, and effect size (f2) were also 

evaluated for the structural model’s validation. The findings of this study identified a few 

factors that significantly impact older people's desire to employ smart wearable 

technology in both positive and negative ways, where external factors seem to be more 
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having a significant effect on perceived usefulness when comparing with perceived ease 

of use. Furthermore, perceived values are the better factors to be explored in influencing 

the decisions of the elderly. 

Keywords— Elderly, Healthcare, Elderly care, Smart home, Smart Wearable Technology 

(252 words)   
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1. CHAPTER 1: Introduction 
The demand for healthcare coverage and support via smart wearable technology in health 

monitoring has significantly increased to address issues with the cognitive psychosocial 

functioning, capabilities, and mobility of the ageing population [1], [2]. Elderly people 

can now obtain immediate feedback on respiratory rate, mainly blood pressure and heart 

rate, receive instant healthcare, and send their physical condition data through wireless 

sensor networks to a medical center with the help of a broad range for smart wearable 

technology. According to McCann’s [3], healthcare technologies can be used to provide 

continual care for elderly people. Wearable technology can be utilized at home, which 

can reduce the expense of physical checkups as well as the risk of being admitted to the 

hospital. Therefore, widespread use of intelligent wearable technologies for the elderly is 

essential to streamline healthcare delivery and reduce societal hardship. Adullah’s study 

[4] demonstrated a patient monitoring system that monitors and alerts elderly patients' 

vital signs, allowing the physical signals to be sent to a distant clinic so that medical staff 

can diagnose and react as soon as feasible. Communication among elderly, caregivers and 

medical professionals have been enabled via telecare and e-health services, which allows 

them to obtain home healthcare while also saving the costs on trip expenses [5]–[7]. 

 With the support of sensors, actuators, and smart textiles, a wearable smart 

technology for health evaluation can be developed. Electronic surveillance systems and 

wireless sensor networks are examples of technology that can help users make decisions. 

Applications that track location, body movement, vital signs, and fall prevention have 

been developed in smart wearable technologies [8]–[11]. However, the majority of 

developing countries' populations lack access to high-quality healthcare because of a 

variety of problems, including subpar clinics or hospitals, a lack of medical professionals, 

high costs for health screenings, etc. [12].  
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 Smart wearable sensors that can track vital signs are now possible thanks to new 

wireless technologies. With the novel uses of wireless technology, the quality of care for 

the ageing population may be increased and the cost of care for the ageing population can 

be decreased [13]. According to Maglaveras's [14] assessment, there are still open 

problems with user acceptance and friendliness. The acceptability of smart wearable 

technology by the elderly in developing nations like Malaysia has not yet been adequately 

studied. Therefore, it is crucial to study how are the factors affecting the elderly in 

accepting the technology in countries like Malaysia. 

 There are a few factors to be studied such as human factors, external factors, and 

perceived values, as these are the main considerations of the elderly on accepting the 

smart wearable technology. The research issues and objectives will be addressed in this 

study by the proposal of a novel integration model. Information systems (IS) theoretical 

frameworks are reviewed, and the benefits and drawbacks of each theory are contrasted. 

The IS theory applied in this work incorporates TAM along with external inputs. The 

collected data will also be examined by using the partial least square (PLS) method for 

validity and reliability assessment of the questionnaire. 

1.1 Problem Definition 

For health monitoring applications, a number of research endeavors have created smart 

wearable technologies, including smart clothing, implanted devices, skin devices, and 

many other devices [15], [16]. To elaborate further, a perfect example would be tracking 

activity in real-time using accelerometer sensors with a wearable smart device [17], [18], 

as well as collecting ECG information, and detecting human falls in real-time with a 

wireless sensor network [19]. However, prior research has indicated that geriatric 

acceptability of healthcare devices is at a minimal level despite the advancement for smart 

wearable technology [20]–[22]. Even though Spagnolli's [23] study already examined 

user acceptability on three devices,  the evaluation of the elderly's acceptance of smart 
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wearables for health monitoring is still needed as the factors that affect the acceptance 

can range from simple to complex which helps to boost their acceptance. In order for 

technology to better assist the elderly, it is required for a detailed investigation in the 

aspect of the elderly's acceptance of smart wearables technologies by exploring the factors 

such as human factors, external factors, and perceived values of the elderly towards the 

technology. There have been only a limited number of studies on the acceptance of smart 

wearable technology among the elderly in Asia region, especially in Malaysia which can 

be shown in figure 1.1.  

Figure 1.1 Statistics of Smart wearable technology users in Malaysia 

Figure 1.1 shows the percentage of total users for smart wearable technology in Malaysia. 

Based on figure 1.1, the users’ percentage has dropped to 14% during quarter 4 of year 

2022 according to latest data collected. Figure 1.2 also shows the smart wearable 

technology users among all the countries in the whole world. 

Figure 1.2 Statistics of word’s biggest wearable technology buyers 
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Figure 1.2 demonstrates that Malaysia is the lowest tech buyers in the world with less 

than 13% of the population. Therefore, a study needs to be conducted in Malaysia in order 

to address this issue. This study aims to narrow down the gap in the literature by 

investigating the elements that can affect the elderly to accept smart wearable 

technologies and better comprehending their intentions for using them. Based on the 

literature reviews it has shown that many elderly citizen in Malaysia are not accepting the 

use of new technology moreover on wearing smart wearable. Hence this study is to focus 

on the constructs which are the factors that influence them on accepting the use of these 

technologies. The following research questions and objectives will aid to address the issue 

mentioned in the earlier sections: 

1.2 Research Questions 

1. What are external factors that could deviate the elderly’s intention to use smart 

wearables technology? 

2. What human factors that the elderly might consider before using smart wearables 

technology? 

3. What values do the elderly perceive before using smart wearable technology? 

1.3 Research Objective 

1. To explore and investigate external factors that might sway the elderly’s intention 

to embrace smart wearables. 

2. To discuss the perceived values of the elderly in the usage of smart wearable 

technology.  

3. To introduce an integrated model that combines TAM with variables taken from 

relevant studies. 
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2. CHAPTER 2: Literature Review 

2.0 Information System Theories 
Understanding how individuals adopt and utilize technology is a multifaceted endeavor that 

draws upon various theoretical frameworks in information systems. From the foundational 

Expectancy-Value Theory and Theory of Reasoned Action to the more nuanced Technology 

Acceptance Model (TAM) and Theory of Planned Behavior (TPB), each theory offers unique 

insights into the cognitive, affective, and social factors shaping technology adoption and usage. 

Additionally, models like TAM2, Decomposed Theory of Planned Behavior (DTPB), Combined 

TAM and TPB, and the Motivational Model delve deeper into specific dimensions such as 

perceived usefulness, ease of use, subjective norms, and intrinsic motivation. Innovation 

Diffusion Theory and the Model of PC Utilization provide contrasting perspectives by focusing 

on innovation characteristics, system quality, and user satisfaction. Social Cognitive Theory 

further enriches this landscape by considering self-efficacy, observational learning, and social 

influences. This introduction sets the stage for a comprehensive exploration of information 

system theories and their implications for understanding human-technology interactions. 

2.0.1 Expectancy-Value Theory 

The expectancy value theory was created to comprehend the driving forces behind 

people's actions. It is believed that behavioral intent is a behavior's immediate precursor. 

If the elements that sway the intention of an individual are better understood, the 

likelihood that they will engage in an action can be predicted more precisely. According 

to Border's [24], people act in particular ways based on the outcomes they expect along 

with the associated values. Expectancy was defined by Mazis’ [25] as the assessment of 

the possibility that a specific behavior will be associated with or result in either favorable 

or unfavorable outcomes. The extent of the value and expectation associated with the 

result can both be used to gauge the tendency to act [25]. Geiger and Cooper (1996) used 

a simple experiment to show that college students who valued higher marks were more 

inclined to work harder in class. 
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2.0.2 Theory of Reasoned Action 

The social psychology literature contains references to the theory of reasoned action 

(TRA). It enhances the Expectancy Value Theory's ability to be both predictive and 

explanatory. The TRA can be used to describe the factors that influence intentionally 

planned behaviors [26], [27]. The performance of a certain behavior is predicated on a 

person's behavioral intention (BI), based on a general model which is TRA [28]. 

According to Eveland (1986), technology transfer is ultimately a reaction to what an 

individual believes because what they do is based on their feelings, beliefs, and interests. 

 Figure 2.1 illustrates how TRA how the TRA presumes that a person's beliefs and 

assessments influence their attitude (A) on a conduct, which sequentially influences their 

behavioral intention (BI). Normative motivation and beliefs, which likewise have an 

impact on BI, can have an impact on subjective norm (SN). The subjective norm can be 

described as a factor that affects people's decisions about whether or not to accept 

something. The model defines beliefs an individual's subjective likelihood in engaging 

the target behavior will have an impact [29]. The individual's attitude (A) toward the 

targeted behavior and the subjective norm (SN) both have an impact on behavioral 

intention [29]. An individual's salient beliefs about the consequences of their behavior 

multiplied by their assessment of those consequences, is the constitution of their attitude 

toward behavior. The subjective norm (SN), which are perceived expectations of an 

individual or group in particular, and the motivation of users to accept these expectations, 

can be determined by the user's normative beliefs. 

Figure 2.1: Theory of Reasoned Action Figure 2.1: Theory of Reasoned Action 
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2.0.3 Technology Acceptance Model (TAM) 

A very well-known theory for examining the variables and perceptions that affect people's 

attitudes toward new technology is the Technology Acceptance Model (TAM). In order 

to model information system user acceptance, Davis developed TAM in 1986. The 

model’s main objective is to increase IT acceptance by encouraging people to use it. 

Acceptance promotion will only be successful if the factors that drive it are understood, 

which can be accomplished by investigating consumers' perceptions of technology use 

[29], [30]. TAM is a more advanced version of the Theory of Reasoned Action (TRA), a 

human behavior prediction model [31].  

TAM is involved in the factors identification process in which may affect whether 

a new technology is accepted, such as user behavioral intentions. The model states that 

when a new technology is presented to the users, there are a wide range of variables that 

will affect their choice on why and how to use it. Perceived ease of use (PEOU) and 

perceived usefulness (PU) are 2 of the most crucial characteristics in interpreting those 

factors that affect the approval of the users towards a new introduced technology, 

according to Davis' [28]. TAM states that the attitude of a person in using a system affects 

their behavioral intention. Figure 2.2 illustrates that PU has a direct impact on the 

behavioral intention. 

TAM as a framework has been the subject of extensive research, with TAM2 and 

TAM3 being the new models that have emerged as a result. TAM3 is fixated on 

interventions that may have an impact on the acceptance and approval of new information 

Figure 2.2: Technology Acceptance Model 
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systems in healthcare organizations, as opposed to TAM2, which focuses on factors 

associated with PU and moderating variables. These studies utilized TAM to look into 

the choices made by physicians in regard to the patient's acceptance of telemedicine 

technology. The data of 421 respondents from 1728 distributed questionnaires was 

analyzed with selected physicians from Hong Kong's public tertiary hospitals. The finding 

was that PU is a crucial predictor and PEOU is not a significant predictor of intention and 

attitude [32]. Another study was carried out to provide a thorough analysis of the works 

on TAM in the context of healthcare IT, with the goal of determining the suitability of 

TAM as a theory for use and acceptance of health IT and to recommend methods to 

improve its efficiency through modification. According to this study, TAM accurately 

predicted a significant percentage of the acceptance or use of health IT, but the prediction 

still can be better by improving the theory. The study suggested that TAM is an effective 

theory for describing how healthcare providers react to health IT. It also showed a strong 

correlation between actual live usage, PU of health IT, and intention to use. As a result, 

the promotion of user acceptance towards health IT is heavily reliant on their perceived 

usefulness towards the technology [30].  

2.0.4 TAM2 

Venkatesh’s [33] proposed and tested a TAM extension that explained users' goals and 

perceived utility with the influence in society and cognitive instrumental processes. 

Experiments conducted ten years after TAM's demonstrated that the model could account 

for 40% of variations in intentions and behaviors. As shown in Figure 2.3, TAM2 was 

Figure 2.3: TAM2 – extended version of the Technology Acceptance Model (TAM) 
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created for the model’s explanatory power to be increased with the seven new additional 

variables in the model. The PU is directly influenced by five out of the seven additional 

variables. TAM2 considers these 3 under social effects: voluntariness, subjective norm, 

and image, while these 4 under cognitive instrumental: job relevance, the quality of output, 

demonstrability of results, and PEOU. 60% of the variation in the factors influencing 

users' intentions is explained by the expanded model. Despite being less cost effective, 

the extended model seemed to be more effective than the original TAM. 

2.0.5 Theory of Planned Behavior (TPB) 

TPB [34] is an extended version of TRA [26] as shown in figure 2.4. TPB addresses 

situations in which behavior is not completely under the user’s control. An additional 

variable, perceived behavioral control (PBC), was introduced in the TPB. According to 

figure 2.4, the 3 constructs: attitude, subjective norm, and perceived behavioral control, 

are the weighted function to identify behavioral intention. The weighted function of PBC 

and intention is the actual use, which is behavior (B). The expectancy-value model can 

be used to determine the relationships between beliefs.  

Figure 2.4: Theory of Planned Behavior 
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2.0.6 Decomposed Theory of Planned Behavior (DTPB) 

Figure 2.5 shows the DTPB theory extends the TPB theory by interpreting attitude 

constructs which derived from these 3 variables: PEOU, PU, and compatibility. The 

influence of peers and superiors is one of the two constructs that made up the subjective 

norm. While these 3 variables can each have an impact on perceived behavioral control: 

facilitating conditions on technology and resource, as well as self-efficacy. 

2.0.7 Combined TAM and TPB (C-TAM-TPB) 

To enhance the application of TPB in technology acceptance, Taylor and Todd made a 

combination of TAM and TPB, which were created from the information technology 

sector and social psychology sector respectively in 1995. A hybrid model is created with 

the combination of TPB predictors with TAM’s perceived usefulness [35]. The TAM and 

TPB theories' core belief is that behavior is affected by one's desire to carry it out. One's 

attitude toward behavior can reveal one's intent. TAM constructs do not fully explain the 

particular influences of usage context and technological factors on user acceptance [36]. 

According to Davis (1989), future studies on the acceptance of technology must explain 

how other factors influence its usability, usefulness, and acceptance. 

Figure 2.5: Decomposed Theory of Planned Behaviour 
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 Taylor and Todd proposed that PEOU has a positive impact on PU, while both 

PEOU and PU positively affect attitudes of the users. Therefore, attitudes, perceived 

behavior control, and subjective norms all have a favorable impact on behaviors of the 

users. 

2.0.8 Model of PC Utilization (MPCU) 

Triandis’ [37] created a framework that helps in defining how the behavior occurred and 

what variables influenced the usage of a personal computer (PC) based on the individual’s 

behavior. Based on his explanation of the framework, the individual interprets behavior 

has objective implications. The individual felt reinforced as a result of these 

interpretations. The perceived assumptions that the behavior would have certain 

consequences as well as the perceived value of these consequences were both altered by 

this reinforcement, which had an impact on the behavior's perceived consequences in two 

different ways. Other determinants, such as facilitating conditions, relevant arousals, 

social factors, and habit, were influencing the behavior's intention. 

 Later, Thompson’s [38] adopted and modified Triandis' model for information 

systems and applied it for PC usage prediction. Due to its features, the model could be 

used to predict people's willingness to use information systems. They discovered that an 

individual's feelings about using computers, habits, social norms, expected aftereffects, 

and conditions enabled can all influence PC usage. They suggested that social factors 

directly affect behavior, which include effect, facilitating conditions, and perceived 

consequences. The model excludes usage intent because the research focuses on actual 

PC usage rather than predictive usage. The model includes complexity and job fit to 

describe the perceived consequences component. This model made the assumption that 

users, such as managers or professionals who regularly use computers for work purposes, 

have the necessary computer-related experience. They suggested that PC use is influenced 

by experience, in the aspect of moderately, directly and indirectly. 
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2.0.9 Innovation Diffusion Theory (IDT) 

According to Tornatzky’s [39], Rogers developed IDT in 1962 happens to be one of the 

oldest theories in social science to research all types of innovation. This theory arose from 

a few diffusion studies conducted in the 1950s that focused on differences in 

innovativeness among individuals. The 4 main variables that affect behavior, according 

to Rogers (2003), are channels, societal factors, time, communication, and innovation. 

The following are his definitions of terms related to innovation, communication, and 

diffusion: 

• Innovation: A person's perception of an idea, object, or practice. 

• Communication: The process of gathering information and disseminating it to 

achieve mutual understanding. 

• Diffusion: Members of a social system learn about the process of innovation over 

time through a variety of channels. 

Rogers also stated that there are 5 qualities in innovation that influence people's behaviors, 

as well as explaining the innovation acceptance rate, including compatibility, complexity, 

relative advantage, observability, and trialability [40]. 

 Fichman (1992) discussed how IDT can be used to do research on technology 

acceptance, implementation, and evaluation. Both qualitative and quantitative studies on 

technology diffusion can be evaluated with IDT. The quality of services aids in assessing 

the system's level of qualitative advantage accuracy [41]. Moore and Benbasat (1991) 

completed the IDT extension work in Information Technology. They improved a set of 

constructs for the study of individual technology acceptance, and also modified IDT's five 

attributes of innovation [42]. This work contributes to the diffusion of technology within 

organizations as well as the initial acceptance of IT for individuals within an organization. 

Voluntary use and images were added to Rogers' model's constructs. As an outcome, 

variables such as compatibility, complexity (ease of use), and relative advantage 



26 
 

(perceived usefulness) appeared to have the most impact in determining the decisions of 

usage, whereas image, demonstrability result, trialability, and visibility only had little 

influence on individual usage decisions. 

2.0.10 The Motivational Model (MM) 

Countless theories have emerged in the field of motivation research since the 1940s, 

including the Self-Determination Theory (SDT) by Deci and Ryan's (1985). According 

to SDT, one of the human qualities which is self-determination is associated with making 

choices, and having choices, the experience of choice [43]. As mentioned by Deci, 

Pelletier, Ryan, and Vallerand (1991), when the behavior is self-determined, the process 

of regulation becomes a choice. However, it can be defiance or compliance in some cases 

when the behavior is constrained. 

 Several studies have examined and adapted the SDT theory to contribute to the 

information technology field. Bagozzi's [44] motivational theory was test to understand 

the usage and acceptance of a new technology [45]. Intrinsic and extrinsic motivation for 

using technology in the workplace were put to the test by Davis [46], who found that they 

were significant factors in a person's intention to use technology. According to their 

definitions, perceived enjoyment from using technology falls under the category of 

intrinsic motivation, whereas perceived utility from using technology falls under extrinsic 

motivation. A connection between enjoyment and utility was discovered in their study. It 

follows that the enjoyability of an information system tends to increase the acceptance of 

useful systems while having less of an impact on the acceptance of useless systems when 

people perceive information systems to be more useful [46]. 
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2.0.11 Social Cognitive Theory (SCT) 

In 1941, Social Learning Theory (SLT) was developed by Miller and Dollard with the 

goal of incorporating the model into the principles of learning. There were a lot of 

researchers that have worked on developing the SLT over the years. The one who made 

the most contributions was Bandura. From his ongoing research that began in the 1960s, 

Bandura created SCT in 1986 by expanding SLT to create one of the most effective 

theories in studying human behavior [47]. Social influence and its effects on both internal 

and external social reinforcement are the main features of SCT. SCT also takes into 

account the people's prior experiences. Regardless of whether the person engages in a 

particular behavior or not, these prior experiences have an impact on expectations, 

reinforcements, as well as the motivations behind the behavior. SCT presumes that prior 

experiences influence how people anticipate outcomes when particular behaviors are 

carried out. 

 The SCT was modified by Compeau’s [48] research with his contribution. The 

improved version suggested making SCT more pertinent to research on the environment 

in which computers are used. They added information technology acceptance and use to 

the model for gauging self-efficacy and its influence on behavior. The usage factor is a 

dependent variable in the model that allows for individual prediction. They suggested that 

the three distinct, but interconnected dimensions of self-efficacy are strength, magnitude, 

and generalizability. They claimed self-efficacy, emotional reactions to computers, and 

outcome expectations as three major constructs of computer usage behavior [48], [49]. 

Personal outcome expectations, performance outcome expectations, and affective 

responses to computers were defined as outcome expectations, respectively [50]. 
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2.1 The advantages and disadvantages of reviewed theories 

IS Theory Advantages Disadvantages References 

TRA 1. One of the theories 

which is basic and 

able to interpretate 

human behavior. 

2. Can virtually explain 

any behavior. 

1. Too broad and 

precise. 

2. Does not make 

reference to other 

constructs that 

influence behavior 

intention, such as 

mood, fear, threat, 

or prior experience. 

[26] 

[27] 

[51] 

TPB 1. Used to grasp how 

people use and accept 

a variety of 

technologies. 

1. Indicates that the 

actions may have 

been planned. 

2. Does not make 

reference to other 

factors that 

influence behavior 

intention. 

[27] 

[52] 

[34] 

[53] 

DTPB 1. Expanded with some 

factors included from 

IDT model. 

2. The model is more 

applicable to 

management level in 

terms of influencing 

usage and acceptance 

with the expanded 

version. 

1. Very similar to 

TPB. 

2. Disassembles the 

TPB constructs 

while maintaining 

the idea that the 

behaviors are 

preplanned. 

[27] 

[52] 

[53] 

[54] 

[55] 

[56] 

TAM 1. Effective technology 

application model. 

2. Replaced the TRA's 

attitude toward 

behavior with PEOU 

and PU. 

3. Less all-

encompassing than 

TPB and TRA. 

4. Offers feedback-

based PEOU and PU. 

1. The structure does 

not include TRA's 

subjective norms. 

2. Does not offer 

feedback on 

constructs such as 

integration, 

information 

completeness, 

flexibility, and 

information 

currency that might 

improve 

acceptance. 

3. Does not explain 

how expectations 

affect behavior. 

[57] 

[28] 

[53] 

[54] 

[58] 

[33] 
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TAM2 1. The descriptions of 

cognitive instrumental 

processes and social 

influence can be used 

for the interpretation 

of PEOU and PU. 

2. Has an additional 

construct of subjective 

norm. 

3. Describes how 

technology is 

evolving. 

1. Does not specify 

how expectancy 

influences behavior. 

2. Incapable of user 

behavior prediction 

within a culture. 

[28] 

[33] 

[59] 

C-TAM-

TPB 

1. Combination of the 

TPB and TAM models 

from social 

psychology and 

information 

technology 

respectively. 

2. Better application 

compared to TPB in 

technology 

embracement. 

1. The specific usage-

context influences 

that might alter user 

acceptance are not 

entirely captured by 

TAM's constructs. 

2. Does not consider 

the behavior 

planning factor. 

3. Ignores any usage-

related threat or 

apprehension. 

[27] 

[28] 

[53] 

[60] 

MPCU 1. Appropriate for 

individual acceptance 

and utilize prediction 

on information 

technology. 

2. Effective in 

comprehending and 

describing computer 

usage behavior and 

acceptance with the 

voluntariness factor. 

1. The use of 

computers and 

technology is a 

complexity factor. 

2. Affects the 

perceived short-

term consequences 

indirectly. 

[37] 

[28] 

[38] 

IDT 1. Able to research all 

forms of innovation. 

2. Justifies the choice to 

innovate. 

3. Makes use of 

innovation-related 

variables to forecast 

acceptance rates. 

1. Too broad in scope. 

2. Does not explain 

how factors such as 

attitude or 

innovation influence 

decisions. 

3. Does not take into 

account the 

resources or social 

support available to 

a person when 

deciding whether to 

adopt a new 

behavior. 

[39] 

[40] 

[61] 

[60] 
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MM 1. Has numerous 

applications in the 

fields of learning, 

healthcare, and 

motivational studies. 

2. Used to understand 

how new technology 

is adopted and used. 

1. Utilizing this model 

is not effective for 

technology usage 

and acceptance. 

2. Requires to adopt 

many factors to be 

more suitable for 

technology usage 

study. 

[43] 

[46] 

[62] 

[63] 

SCT 1. One of the most 

theories that is 

convincing in 

studying the behavior 

of human, especially 

when looking at how 

people learn. 

1. Particularly in the 

study of the 

connections 

between the 

environment, 

behavior, and 

individual, the 

model is poorly 

organized. 

2. Instead of focusing 

on acceptance or 

motivation, it 

emphasizes the 

learning process. 

3. The model is not 

concern about 

previous 

experiences and 

expectations. 

[64] 

[48] 

[65] 

[66] 

[55] 

[63] 
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2.2 Smart Wearable Technologies 

In earlier studies, wearable technologies were not clearly defined. However, a number of 

related terms, including wearable electronics, wearable computers, and wearable devices, 

had very similar definitions. The definitions of the terms have all come to the conclusion 

that they all have the same meaning and can be used interchangeably except for wearable 

computers, despite the fact that several terminologies have been defined. Wearable 

computers are a subset of wearable technology that can perform and enable complex 

computations [67], according to Dunne’s [68], even though there is some debate 

regarding the distinction between wearable technology and wearable computers. A 

framework computing device that is capable of data collection and processing is one of 

the most comprehensive for the wearable technology’s definition. This item is either an 

attachment or wearable body accessory. The gadget, which would enable meaningful 

interaction with customers, could be standalone or attached to a smartphone. According 

to Kurwa’s [69], wearable technology can be integrated into the body (such as a sensor 

attached to the heart or embedded in the skin that monitors cardiac irregularities), worn 

on the body (such as a headband or wristwatch), or attached to the body (such as a smart 

patch). 
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2.2.1 Related studies review 
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2.3 Research model and Constructs   

Venkatesh [63]’s unified theory of acceptance and use of technology (UTAUT), and 

TAM by Davis [29], have extensively been used to research and comprehend acceptance 

behaviors for both people and organizations. While UTAUT can combine several earlier 

models and theories and identify 4 determinants: facilitating conditions, social influence, 

effort expectancy, and performance expectancy, TAM can also confirm the determinants 

of PEOU and PU. It was discovered that UTAUT has a higher percentage of intentions 

explained than the previous ones in the context of the organization. The TAM for seniors 

citizens was developed in Chen’s [70] to create the technology acceptance model for 

seniors citizens (STAM) for the investigation of the four domains for gerontechnology 

acceptance, which include communication, housing, education and recreation 

technologies, and health. However, their research did not include smart wearable 

technologies in the measurement items of the health technology domain, resulting in a 

lack of tailored factors in the study area of smart wearable acceptance. Factors such as 

attitude toward using STAM were discovered to have no major impact on usage behavior, 

so they were excluded from this study. According to the results of the current study, 

factors such as health status, social influence, and compatibility can help predict whether 

elderly people will accept smart wearable technology. The following sections discuss the 

potential variables that impact the smart wearable technology’s acceptance.  



34 
 

2.3.1 Perceived ease of use, Perceived usefulness, and Intention to use 

PU is examined in various ways by numerous psychometric models and has been 

demonstrated to be a significant predictor of behavioral intention [29], [71], claimed by 

Aggelidis et al. [72]. It also has a strong correlation with various usage dimensions. PEOU 

is the second most significant factor in determining user behavior after PU [29]. However, 

some researchers discovered that only PU has an effect on intention in using a technology 

but PEOU does not [63].  

 In the healthcare industry, perceived usefulness is presumed to be a factor in 

determining physician behavior and may have an indirect or direct impact on behavior 

intention. The ease of use and attitude or behavioral intention, however, don't seem to be 

significantly related [73]. Other articles that support this claim include those by Chismar 

and Wiley-Patton [74], Hu et al. [32], and Jayasuriya [75]. Despite these results, Aggelidis 

et al. [72] came to the conclusion that effort expectancy should be incorporated into the 

research model in order to reduce variance from UTAUT and because additional 

empirical research is required to confirm the importance of effort expectancy on 

acceptance decisions. 

 In earlier technology acceptance models, PEOU and PU were frequently 

employed in predicting the behaviors of technology acceptance and were proved to have 

a significant impact on the behavior of the users’ intention [76]–[79]. Pertaining to the 

present study, the self-efficacy of users toward wearable monitoring technologies can be 

reflected by PEOU, whereas the values and benefits of such technology’s usage can be 

evaluated by PU. Besides that, older health information technology's intrinsic motivation 

can be directly reflected through intention to use (IU) [70], [80], [81].  

2.3.2 Facilitating Conditions 

Four different constructs, such as facilitating conditions (MPCU [38]), compatibility (IDT 

[61]), perceived behavioral control (TPB/DTPB, C-TAM-TPB [34]), facilitating 
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conditions (UTAUT [63]), are represented by the concept of facilitating conditions. Each 

of these components is outlined to organizational and/or technological constructs that aim 

to lower the usage barriers. 

The facilitating conditions, according to Taylor and Todd [35], were made up of 

two parts: resource and technological facilitating conditions. Examination of those two 

facilitating conditions revealed beneficial correlations with successfully implementing 

computerized systems in studies such as Taylor and Todd’s [54]. However, the facilitating 

conditions of the organizational aspect were found to have little effect on the prediction 

of behavioral intentions according to an empirical study of UTAUT. The actual use of 

technology and organizational facilitating conditions, on the other hand, were discovered 

to have a statistically significant relationship [63]. The literature on health informatics 

[82], information systems [38], [63], and some telemedicine studies [83] all contain 

references to research on organizational facilitating conditions.  

2.3.3 Compatibility 

Some studies have combined IDT with the view of TAM to address the compatibility 

construct for explaining user acceptance, as such integration may provide a stronger 

model over a stand-alone model  [79], [84]–[88].  

 It was discovered that compatibility directly affected PU and usage intention [84]–

[86]. Wu et al. [88] demonstrated that professionals in healthcare industry would perceive 

mobile healthcare systems (MHS) as useful to them, have a preference on a more user-

friendly interface, and increase their intention to use MHS if the MHS were compatible 

with the practices of their healthcare. Additionally, it was found that older online users 

were more likely to value benefits such as the usefulness of video user-created content 

(UCC) when they believed it to be complementary to their current standard of living and 

usage [79]. They would also favor a video UCC that allows them to continue with their 

current behaviors without interference. It has also been demonstrated that if ageing 
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women perceived Infohealth (an application for mobile phone) to be compatible with their 

current habit of usage, their intention to use Infohealth would increase if the application 

is simple and easy to use [87]. 

2.3.4 Social Influence 

Social influence has an impact on decision-making and human behavior significantly [34], 

[54]. The effects of social influence on the decision to accept technology were 

investigated in a number of studies on technology acceptance, but the findings were 

conflicting. Davis’s [29] and Mathieson’s [89] revealed a tenuous relationship between 

subjective norms and other variables. On the contrary, Moore’s [61], Taylor’s [35] and 

Thompson’s [38] identified a significant relationship. Taylor’s [54] discovered that 

subjective norms are better in predicting the user intention in inexperienced subjects. 

Moreover, the discovery in Venkatesh’s [33] was that subject norms had a significant 

impact on intention under imperative circumstances, and that it depleted over time. 

 However, as shown in studies of technology acceptance, the results of research in 

the health sector do not support the idea that social influence directly affects behavior 

intention. To be more precise, social influence appears to be significant in physicians' 

decisions to use telemedicine [73], [83] and Internet-based health application [74]. 

2.3.5 Perceived Stigmatization and Performance Risk 

The use of smart wearable technology by the elderly carries a number of potential risks, 

including perceived stigmatization (PS) and performance risk (PR) [10], [11]. PS stands 

for the degree to which people’s perceive social risk and shame when they monitor their 

health with smart wearable technology [90]. PS could be a significant obstacle for some 

of the users who want to hide their devices to avoid being seen for wearing it [91]. 

 Since older adults do not generally accept smart wearable health monitoring 

systems, such systems may present unforeseen risks. The degree to which users are 

persuaded that the technology may pose unanticipated risks, such as privacy violations, 
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functionality risks, and safety risks, is referred to as PR [92]. While using smart wearable 

systems, PR particularly involves electric shock, invasion, or radiation. With electronic 

circuits built into wearable devices, the system can conduct minimally invasive diagnostic 

tests, such as monitoring the glucose level [93]. However, these electronic circuits could 

pose a safety risk when worn by elderly people. 

2.3.6 Anxiety and Self-efficacy 

Computer anxiety (CA) and self-efficacy (SE) are both affective reactions to using IT, 

which have been extensively researched. Computer anxiety has been hypothesized and 

proven to play a significant role in shaping users' intentions and behavior as well as 

cognitive reactions. On the other hand, it has been discovered that people's expectations 

for the results of using computers, as well as their ultimate decision to use them, are 

significantly influenced by their level of computer self-efficacy. 

 In accordance with Bandura's self-efficacy theory, people who attempt to perform 

behaviors for which they lack competence experience anxiety, and their beliefs in their 

own abilities are boosted by a decrease in anxiety [94]. As opposed to those with lower 

self-efficacy, those with higher self-efficacy are more likely to experience a positive 

effect. A number of IS studies have empirically supported this two-way relationship [95], 

[96].  

Computer anxiety has been shown to play a significant role in influencing 

computer self-efficacy [96], as well as in determining users' actual and intended behavior 

[49], [95]. The affective factors such as anxiety and affect, as well as other cognitive 

concepts including PU [49] and PEOU [33]. Studies have also shown how computer self-

efficacy affects how useful and simple something is perceived to be [95]. 
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2.4 Summary of IS theories, constructs and proposed model 

Information system theories, encompassing Expectancy-Value Theory, Theory of 

Reasoned Action, Technology Acceptance Model (TAM), TAM2, Theory of Planned 

Behavior (TPB), Decomposed Theory of Planned Behavior (DTPB), Combined TAM and 

TPB, Model of PC Utilization, Innovation Diffusion Theory, The Motivational Model, 

and Social Cognitive Theory, collectively delve into the complexities of technology 

adoption and usage. While TAM and TAM2 focus on perceived usefulness and ease of 

use, TPB and DTPB delve deeper into attitudes, subjective norms, and perceived 

behavioral control. The Combined TAM and TPB model integrate these aspects, 

highlighting the interplay between utility, ease of use, attitudes, norms, and control. On 

the other hand, Innovation Diffusion Theory emphasizes the characteristics of innovation 

itself and its diffusion through social systems, contrasting with models like the Model of 

PC Utilization that stress system and information quality. The Motivational Model and 

Social Cognitive Theory bring attention to intrinsic motivations, enjoyment, self-efficacy, 

and observational learning, adding a psychological dimension to technology adoption 

theories. These comparisons underscore the multidimensional nature of understanding 

technology adoption, incorporating cognitive, affective, social, and environmental factors 

to provide a comprehensive framework for analysis. 

After studying and comparing the IS theories, we have come to a decision on using 

TAM as our base model for the study of the user acceptance in smart wearable 

technologies among elderly people. The reason being is TAM studies are more focused 

on the behavioral of human beings while other theories study more on the psychology of 

human being. This study demonstrates the need to study the behavior of the elderly user 

in accepting these smart wearable technologies. 

 The related article constructs have also been studied in order to propose a new 

integrated model to address the research questions and objectives. Li’s [97] will be used 
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as a guide because it addresses key factors that influence users' intentions to use smart 

wearable technologies. Only external factors such as facilitating conditions, social 

influence, and compatibility, as well as perceived risks from the model, will be considered 

in our proposed model because these two factors have been studied as factors in using 

smart wearable technologies in previous studies. As anxiety and self-efficacy were 

mentioned multiple times in previous studies, self-reported health condition will be 

replaced with individual context. The difference between Li’s [98] model and our 

proposed model is we will remove self-reported condition and replace with individual 

context. The main reason is to look into the individual constructs that may have influenced 

elderly people's acceptance of health monitoring via smart wearable technologies.  

Anxiety is a study of people's anxiety about using smart wearable technologies 

and the constructs can be found in Fensli’s and Aggelidis article [72], [99]. In these 

studies, they investigated the computer anxiety that people experience when attempting 

to use the technologies proposed in their studies and discovered that computer anxiety is 

an important factor in intention to use, as discussed in their analysis results.  

The study of self-efficacy is the individual's belief in his or her ability to perform 

specific performance attainments. In this case, we will look into what aspects of self-

efficacy may influence elderly people to monitor their health by using smart wearable. 

2.5 CONCEPTUAL FRAMEWORK AND HYPOTHESES 

TAM is used as the main conceptual framework then integrated into the proposed model 

for this study to explain the acceptance of the elderly on smart wearable. With the external 

factors linking to these 3 major constructs: PEOU, PU, and actual usage (AU), the TAM 

model is able to predict the intention to use (IU). Apart from AU, these 3 constructs 

including PEOU, PU, and IU will be incorporated in the proposed model. We excluded 

AU because we will not be evaluating the technology with our subjects using the actual 

smart wearable technologies. 
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 Individual context is included in our proposed model to help comprehend the 

elderly's willingness in using smart wearable technology because there are few studies in 

the healthcare industry included this component in their proposed model. This section 

explains the constructions that will be included in the proposed model, as well as the 

hypotheses for each construct, in order to better understand the constructs that may 

influence the intention of elderly people to use smart wearable technology. 

 Figure 2.6 depicts the model we suggested in this study to describe how old people 

embrace smart wearables technology, by incorporating individual context into TAM 

along with some other external variables. 

2.6 External Factors 

2.6.1 Facilitating Conditions 

According to Venkatesh’s [63], facilitating conditions (FC) refers to the degree to which 

an individual is encouraged to use information technologies by the availability of 

technical infrastructure and a favorable environment. Ma’s [100] claims that lack of 

access to information technology is a factor that influences older folks' acceptance of 

smartphones. Furthermore, Pan’s [80] came to the conclusion that the availability and 

cost of technological help for older persons should be included in the FC. 
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Figure 2.6: Smart Wearables Technology Acceptance Model (SWTAM) 

The FC may appear to be more important for IU prediction given that smart 

wearable devices rely on wireless networks from network operators and the community 

to broadcast health monitoring data widely. As a result, the following are the FC-related 

hypotheses in the Smart Wearables Technology Acceptance Model: 

H1. Facilitating conditions has positive impacts on perceived usefulness explicitly. 

H4. Facilitating conditions has positive impacts on perceived ease of use explicitly. 

H7. Facilitating conditions has positive impacts on the intention to use explicitly. 

 

2.6.2 Compatibility 

Compatibility (COM) refers to how well is the integration between a technology and the 

other current devices’ technical functionality (e.g. smartphones, tablets, etc.), as well as 

the demands and everyday habits of the users [76], [101]. Compatibility has been shown 

to have a substantial impact on the desire to use Web 2.0 services and mobile learning 

[102], [103].  

The degree to which the monitored data may be transmitted to remote devices for 

smart wearable technologies is measured by technical compatibility with already-existing 



42 
 

devices such as PCs, wireless sensor networks, and cellphones. Additionally, it is believed 

that a technology’s compatibility with the users' lifestyles has a significant influence on 

acceptance behavior. The following are the compatibility hypotheses as a result: 

H2. Compatibility has positive impacts on perceived usefulness explicitly. 

H5. Compatibility has positive impacts on perceived ease of use explicitly. 

H8. Compatibility has positive impacts on the intention to use explicitly. 

2.6.3 Social Influence 

Social influence (SI) is the extent to which significant peers or family members support 

a participant's acceptance of a technology [38], [63], [81]. When important people, such 

as friends and family members, have an impact on an individual's behavior, opinions, and 

feelings, this is known as social influence. Social impact was found to be a powerful 

antecedent for Internet usage intention as well as perceived utility of users for health 

information technology in prior studies [70], [80], [81].  Social influence examines the 

effects of key peers and family members, as well as commercial marketing, on wearable 

health monitoring devices. As a result, these are the following hypotheses about social 

influence: 

H3. Social influence has positive impacts on perceived usefulness explicitly. 

H6. Social influence has positive impacts on perceived ease of use explicitly. 

H9. Social influence has positive impacts on intention to use explicitly. 

 

2.7 Human Factors 

2.7.1a Perceived stigmatization 

PS (perceived stigmatization) which begins with societal beliefs, is known as the fear of 

imposed stigma or discrimination [104]. Patients who are stigmatized will refuse to seek 

services, social engagement, or even employment chances [105], [106]. The following is 

the hypothesis about perceived stigmatization: 
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H10. Perceived stigmatization has negative impacts on intention to use explicitly. 

2.7.1b Performance risk 

Perceived performance risk refers to the risk associated with a product or service's ability 

to deliver benefits to the users [107]. The concern of loss that may occur when a supplier, 

brand, or product does not perform as planned is known as performance risk (PR) [108]. 

As a result, perceived stigmatization and performance risk are thought to be possible 

drivers of older persons' intention to use. The following is the hypothesis about 

performance risk: 

H11. Performance risk has negative impacts on intention to use explicitly. 

 

2.7.2 Anxiety and Self-efficacy  

Computer anxiety (CA) is the term used to describe people's anxiety or even fear when 

faced with the prospect of using a computer [49]. While the definition of computer self-

efficacy (CSE) is a person's assessment of their ability to use computers to complete a 

task [49]. Given that health institution workers differ from other users in terms of their 

perspectives of technology use, the following two-way relationship is tested in this study, 

as illustrated in figure 2.6: 

H12. Computer anxiety has negative impacts on intention to use explicitly. 

H13. Self-efficacy has positive impacts on intention to use explicitly. 

 

2.8 Values perceived by the users 

2.8.1 Perceived usefulness and perceived ease of use 

PU is the extent to which a person thinks that using a particular application system would 

help him or her enhance their performance while working within the structure of an 

organization [29]. PEOU is the idea that using computers will enable one to complete 

their tasks with the least amount of effort possible [29]. A person's willingness to use 
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smart wearable technology is also evaluated by their intention to use. These findings lead 

to the development of the following hypotheses regarding PU, PEOU, and IU: 

H14. Perceived usefulness has positive impacts on intention to use explicitly. 

H15. Perceived ease of use has positive impacts on intention to use explicitly. 
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3. CHAPTER 3: RESEARCH METHODOLOGY 
In order to examine the proposed conceptual model and its hypothesis, this chapter 

discusses the methodological approach used to gather data and analyze the data. The 

subsections below highlight specific information about research design, population and 

sampling, instrument development, data collection, and the data analysis method. 

3.1 Research Design 

Research design can be considered as the framework of the whole study [109]. It serves 

as a foundation that holds all of the constructs in a research project together. Hence, it is 

crucial to determine the delivery of the study and achieve balance in the whole research 

duration and its budget. This study uses a quantitative approach and a cross-sectional 

design survey. 

3.1.1 Quantitative Approach 

In quantitative research, the data are quantified by using statistics or numbers, allowing 

us to numerically describe phenomena. Quantitative methods also support the use of 

hypothesis testing to ascertain the relationships between two or more variables [110]. The 

justification behind the selection is as shown from the following factors: 

• The base model used in this study is TAM, which is a model with the nature of 

quantitative. 

• Quantitative approach is the main tool for establishing empirical relationships by 

figuring out what influences an outcome. This study aims to pinpoint the 

constructs that affect older people's acceptance of smart wearable technology. 

• Quantitative approach is used to study and identify difference or filling in the 

knowledge gaps by formulating some hypotheses that will address the issues [110]. 
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3.1.2 Cross-sectional design survey 

Most of the previous related studies are either a cross-sectional study or longitudinal study. 

Both methods are observational approaches where the participants will be observed in 

their natural environment. When participating in a longitudinal study, participants are 

observed at various points in time, allowing patterns in the results to be tracked over time. 

A cross-sectional study, on the other side, is a better choice for determining the prevalence 

of a behavior or disease in a population. Cross-sectional design is often a better preference 

for researchers as it is comparatively faster and lesser cost to conduct, and the formulation 

of hypothesis is straightforward also [111]. 

3.2 Population and Sample  

3.2.1 Target Population 

The target population of this study is the older adults residing in Malaysia, aging from 60 

years and above. According to department of statistics Malaysia, there is about 6% of 

older adults with age greater than 65 in year 2020 [112]. The respondents are required to 

be a smart wearable technology user, or at least have the basic knowledge on what is a 

smart wearable technology. Respondents that have not heard of smart wearable 

technology or do not have the basic knowledge of smart wearable technology will be 

excluded from the study. 
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3.2.2 Sample Size 

Determining a suitable sampling size determination is essential for realistic conclusions 

to be drawn from research findings. Despite the presence of a few commonly used 

guidelines for calculating sample sizes, it is still unclear which one should be taken into 

account in the researchers' studies. However, Memon’s [113] study has discussed the 

factors that influence the decisions on the sample size, reviewed the calculation of sample 

size’s existing rules of thumb, and lastly presented the recommendations for performing 

power analysis using the G*Power program. 

 One of the constructs affecting the choice of analytical programs is the sample 

size. Partial least squares structural equation modelling (PLS-SEM) programs, such as 

SmartPLS, can be used to run analyses with small sample sizes when models contain 

many constructs and a large number of items, but this does not necessarily mean that PLS-

SEM can produce accurate results when the sample size of the data is too small [114].  

 The sample size can be determined in a number of ways, according to previous 

studies. These criteria can be categorized into a few different groups, including 

population-sample tables, item-simple ratios, and general guidelines for calculating 

sample sizes. Recent research suggests that power analysis should be used to determine 

sample size [114]–[116]. By considering the portion of a model with the greatest number 

of predictors, power analysis establishes the minimal sample size necessary. For the 

purpose of calculating the minimum sample size, information on effect size, power, and 

significant level is needed. One of the most popular statistical programs for conducting 

power analysis for business and social science research is G*Power [117], [118], [119]. 

 The procedure of sample size calculation and power analysis is often too 

complicated. Some tools require a great understanding of statistics and/or software 

programming for sample size computation and some commercial applications are too 

costly to use. Hence, we chose G*Power software that is user-friendly and is free to use. 
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The result in figure 3.1 suggested that the optimum sample size needed for this study is 

146, based on the number of predictors and relevant parameters. 

 

3.3 Data collection 

3.3.1 Sampling Method 

Any research study's best approach to tackling a problem is to gather data from the entire 

population. To study the entire population, however, is not always feasible in practice 

[120]. As a result, a sample that is sizable enough can be representative of the entire 

population. Simple random sampling will be used as the sampling technique for this study. 

All members of the population have an equal chance of being chosen using this method. 

Through social media sites like Facebook, WhatsApp, and WeChat, the questionnaire is 

made available to the intended respondents. 

  

Figure 3.1: G*Power program 
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3.3.2 Instrument development 

The necessary information to test the hypotheses will be gathered through an online 

survey questionnaire. Items in the questionnaire were acquired from previous related 

studies based on the constructs that are relevant to our study.  The items in the 

questionnaire were then modified accordingly to fit the context of smart wearable 

technology for elderly. The items for each construct will be classified into the proposed 

model accordingly, those items include FC, COM, SI, PS, PR, CA, and CSE. The 

questionnaire consists of 30 total items, with responses on a five-point Likert scale 

ranging from 1 (strongly disagree) to 5 (strongly agree). Given that the majority of related 

studies used a seven-point Likert scale, we chose to study the results from a different 

perspective and look into how modelling and results varied. One of the other reasons is 

Likert Scale with middle point allows respondents’ true neutral/indifferent opinion to be 

expressed as they are not forced to agree or disagree [121]. In addition, the Likert scale 

point with 3-point range is too small to produce accurate result, while 10-point Likert 

scale point does not have a middle point. Hence, 5-point Likert Scale will be the better 

option for this study.  

Before the survey was administered, the questionnaire undertook a pre-test and 

pilot test. Pretesting is essential for identifying questionnaire issues. Misunderstanding of 

specific terms or concepts in the question's content, as well as uncertainty regarding the 

question's overall meaning, are among the issues with the question [122]. Missing data 

due to difficulties skipping or navigating from question to question can frustrate 

interviewers and respondents respectively. If unaddressed, the concerns about 

questionnaire formatting, which are particularly relevant to self-administered 

questionnaires, could result in the loss of crucial information. Pre-test was caried out by 

inviting 20 participants that fit the criteria to participate. A questionnaire was given for 

them to answer followed by another questionnaire to collect their feedback on the 
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structure, understandability, and grammar of the questionnaire. According to the 

participants, some terms used in the questionnaire were jargon and some questions were 

too vague to be understandable. The issues were addressed and resolved by rectifying 

those terms and questions then sent to the participants again for review. Table 3.1 shows 

the final rating on the summary of the questionnaire from different aspects. 

Table 3.1: Pre-test results 

Questionnaire Aspect Rating Scale 
 

1 2 3 4 5 

Design/Outlook 0 0 0 5 15 

Structure 0 0 3 10 7 

Grammar 0 0 0 2 18 

Understandability 0 0 0 8 12 

 

After two rounds of pre-tests, the reliability and the validity of the items with the same 

participants was conducted with pilot test. Pilot-test is a ‘dress rehearsal’ on the 

questionnaire [123], where the questions are placed together as it is expected that those 

same set of questions will appear on the final questionnaire and the dynamics of the 

survey are investigated as a whole. During the pilot test, the final questionnaire will be 

run on trial to test the entire methodology, from sampling methods to data collection, and 

lastly analysis in the actual field conditions with intention for the success of the study to 

be increased. Since this study is conducted via online survey, it is even more crucial for 

pilot test to be conducted beforehand as the researcher will not be there for any 

clarification on the ambiguities of the questionnaire to the survey respondents [124]. 

Unlike pre-testing, pilot test was done systematically on the subset of the target sample 

to assure that the entire survey works smoothly, as well as the coding and analysis can be 

done correctly.  

The results of the pilot test were imported into SAS Enterprise Guide after data collection 

in order to assess the constructs' dependability in terms of internal consistency and the 
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ability to replicate the same outcomes in similar circumstances [125]. Researchers have 

been using Cronbach’s alpha coefficient (CA) to measure the internal. Higher value 

indicates higher internal consistency of the questionnaire in general. The CA value of 0.7 

indicates an acceptable level of reliability, while the CA value of 0.8 indicates good 

reliability, based on a few suggested CA cut-off values [126], [127]. On the other hand, 

Hair’s [128] stated that exploratory research is also acceptable with CA values between 

0.6 and 0.7. The reliability test of the data from the pilot test is shown in Table 3.2. The 

CA score of all the constructs is in the range from 0.836 to 0.959 which indicates that the 

constructs have a good reliability for the questionnaire.  

Table 3.2: Reliability test result 

Construct Items CA 

Facilitating Condition 3 0.878 

Compatibility 3 0.903 

Social Influence 3 0.836 

Perceived Stigmatization 3 0.923 

Performance Risk 3 0.89 

Anxiety 3 0.893 

Self-Efficacy 3 0.928 

Perceived Usefulness 3 0.954 

Perceived Ease of Use 3 0.893 

Intention to Use 3 0.959 
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Table 3.3: Summary of construct with measurement items 

Constructs Items Items Sources 

Facilitating 

Conditions 

(FC) 

F1 

 

F2 

F3 

Getting help from a person or group is important 

when I use wearable technologies. 

I have the necessary knowledge to use it. 

My financial status can support my acceptance. 

[63], [79] 

Compatibility 

(COM) 

COM1 

 

COM2 

COM3 

Wearable technologies are compatible with my 

existing electronics (smartphone and others). 

Using wearable technologies fits into all aspects of 

my work. 

Using it would not affect my daily life (because of its 

weight, volume, and others). 

[129] 

Social 

Influence (SI) 

SI1 

 

SI2 

 

SI3 

People who affect my behavior think that I should use 

wearable technologies. 

My family members and friends support my decision 

to use it. 

If the product has become a trend among people 

around me, I would consider using it. 

 

[98], [72] 

Perceived 

Stigmatization 

(PS) 

PS1 

PS2 

PS3 

People will look at me strangely if they see me using 

it. 

I am embarrassed to wear health monitoring devices. 

People around me would laugh at my wearable 

technology acceptance. 

[98] 

Performance 

Risk (PR) 

PR1 

 

PR2 

 

PR3 

I’m concerned about whether it will provide the 

expected benefits (functionalities and others). 

Smart wearable technologies may not work 

satisfactorily (measuring accuracy and quality 

concerns, and others). 

Such technologies may lead to privacy violation. 

[130], 

[76] 

Anxiety (CE) CE1 

CE2 

CE3 

Wearing this equipment is frightening. 

I don’t want it to be seen by other people. 

I am afraid that the equipment may suddenly stop 

functioning. 

 

[91] 

Self-efficacy 

(SE) 

SE1 

 

SE2 

SE3 

I feel confident wearing smart wearable technologies 

even if it can be seen by other people. 

I feel confident using smart wearable technologies. 

I feel confident getting information from wearing 

smart wearable technologies. 

[131] 

Perceived 

Usefulness 

(PU) 

PU1 

PU2 

 

PU3 

Using the technology will make one's life more 

effective. 

My life will become more convenient when I use such 

technologies. 

It is very useful to use wearable technologies in life. 

[132], 

[98] 

Perceived Ease 

of Use (PEOU) 

PEOU1 

PEOU2 

PEOU3 

I think wearable technologies are easy to use. 

My interaction with smart wearable technologies is 

clear. 

I can easily learn how to operate such technologies. 

[132], 

[98] 

Intention to 

Use (IU) 

IU1 

IU2 

IU3 

Using smart wearable technology (it) is worthwhile. 

Using a smart wearable technology is a good idea. 

I intend to use wearable technologies in the future. 

[98] 

The detailed items of each construct and their sources are listed in Table 3.3. Refer instrument in 

Appendix 1. 
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3.4 Data Analysis 

3.5.1 Partial Least Squares Structural Equation Modelling 

The suggested research model will be evaluated for validity and reliability using the 

method of partial least squares structural equation modelling (PLS-SEM). PLS-SEM has 

grown in popularity for the estimation of path models with latent variables and their 

relationships. The identification of competitive advantage for significant target constructs 

such as the loyalty and satisfaction of the customers, as well as user behavior, and 

behavioral intentions is one of the common goals of PLS-SEM analyses [119]. PLS-SEM 

differs from Covariance-Based Structural Equation Modelling (CB-SEM) as the latent 

variable case values (construct scores) are explicitly calculated by the algorithm. While 

CB-SEM uses the covariance matrix for model parameters estimation by only taking 

common variance into account. On the other hand, PLS-SEM is variance-based by taking 

total variance into consideration and using it for parameters estimation [133], [134]. There 

has been a great amount of debate on when to use PLS-SEM [135]–[138].   

According to Anderson and Gerbing (1988), SEM offers researchers a more 

thorough method for evaluating and changing theoretical models. Up until a recent study, 

CB-SEM was by far the most popular SEM technique [139], whereas the usage of PLS-

SEM has increased significantly in the recent years [119]. Studies have been conducted 

in the fields of marketing, accounting, information systems, family businesses, and 

tourism, all of which have articles published with the use of PLS-SEM [140]–[146]. 

Although there were a few academics criticized the PLS-SEM method, the majority of 

the critiques remain unsupported. [137]. 

 Hair Jr.’s [147] conclusions outlined the similarities and contrasts in the 

presumptions, implementation, and potential varieties of assessments between PLS-SEM 

and CB-SEM. One of the main differences is that CB-SEM makes the assumption that 

the data are normally distributed, which is very unlikely to occur in social science research. 
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On the contrary, PLS-SEM is non-parametric and operates well even when the data given 

are not normally distributed, as well as having only a few restrictions on the use of binary 

and ordinal scales with proper coding. Other CB-SEM methods (aside from the maximum 

likelihood algorithm) can be used for analysis with data that are not normally distributed, 

but they require a large sample size of date. On the other hand, the PLS-SEM method 

made it possible to keep track of a lot more indicator items, which can help with the 

advancement of structural theories. If the study’s objective is to make predictions, then 

PLS-SEM is the more preferable method compared to CB-SEM as its variance explained 

in the dependent variables is noticeably higher when compared directly with CB-SEM, 

according to their final comparison of R2 output for the two methods. As a result, when 

comparing with CB-SEM in the theory development stage, the PLS-SEM method is much 

more applicable. 
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4. CHAPTER 4: Result 

4.1 Introduction 

The analysis from the collected data is presented in this chapter. The data obtained from 

the Google Form was exported into an Excel format (xlsx). Each item in the questionnaire 

was then recoded in Microsoft Excel. Both preliminary demographic analysis and 

descriptive analysis for each construct’s item is done in Microsoft Excel and SAS 

Enterprise Guide. 

4.2 Demographic Analysis 
Gender and age group 

Characteristics Frequency Percentage (%) 

Gender 

  

Female 181 60.33% 

Male 119 39.67% 

Age 

  

60 to 64 61 20.33% 

65 to 69 86 28.67% 

70 to 74 74 24.67% 

75 to 79 58 19.33% 

80 and above 21 7.00% 

Table 4.1: Gender and age group of respondents 

Figure 4.1: Gender and age group of respondents 
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Table 4.1 presents that female is the majority of the respondents, with about 60.33% of 

the whole group, while only 39.67% of the respondents are male. Based on world’s data, 

it has been found that female lives longer life than male with the life expectancy of 73.8 

years vs 68.4 years, which explains one of the reasons of the majority for our respondents 

are female. As for age group, we have split a range of 5 ages for each group. The highest 

percentage of age group is between 65 to 69 with 28.67%, followed by age group of 70 

to 74 with 24.67%. The slightly smaller group are the age group of 60 to 64 and 75 to 79, 

which have the percentage of 20.33% and 19.33%. The age group of 80 and above is the 

minority respondents with only 7% of the total respondents. 
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Education background 

Education Level Frequency Percentage (%) 

Bachelor's Degree Level or higher 85 28.33% 

Diploma Level 162 54.00% 

High School Level or lower 53 17.67% 

Table 4.2: Education level of respondents 

Figure 4.3: Education level of respondents 

Education background is measured with 3 different levels, high school level, diploma 

level, and bachelor’s degree level. Based on table 4.2, there are a total of 162 with 54% 

of the respondents have an education background of diploma level. While a total of 85 of 

the respondents’ education level are higher than diploma level with 28.33%. The 

remaining 17.67% with 53 respondents are high school level or lower. 

Living arrangement 

Characteristics Frequency Percentage (%) 

Are you currently living alone? 

 

No 251 83.67% 

Yes 49 16.33% 

Table 4.4: Living arrangement of respondents 
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Figure 4.5: Living arrangement of respondents 

Based on Table 4.3, 83.67% of the majority respondents are not living alone. Which 

means they might be living with family, living with spouse only, or living in a nursing 

home, etc. Only 49 of the respondents with 16.33% are currently living alone. 
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Smart wearable technology awareness 

Characteristics Frequency Percentage (%) 

Have you heard of Smart Wearable Technology (E.g., Smartwatch, Fitness Tracker, Fall 

detection sensors, etc.)?  

No 34 11.33% 

Yes 266 88.67% 

Are you a user of Smart Wearable Technology (E.g., Smartwatch, Fitness Tracker, Fall 

detection sensors, etc.)? 

No 146 48.67% 

Yes 154 51.33% 

Table 4.6: Smart wearable technology awareness of respondents 

Figure 4.7: Smart wearable technology awareness of respondents 

 

Table 4.4 shows that 266 with 88.67% of the respondents are aware of the existence of 

smart wearable technology. While only 34 with 11.33% of the respondents do not know 

what smart wearable technology will be excluded from the study. As for people who have 

heard of smart wearable technology, the percentage of the respondents are divided into 

almost half of the total sample size, which is 48.67% for non-smart wearable technology 

user, and 51.33% for smart wearable technology user. 
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4.3 Descriptive statistics of the construct 

By presenting the summary statistics for each construct, this section presents the 

descriptive statistics for each construct in the model. When conducting a questionnaire 

survey, a straightforward approach can be employed by using descriptive statistics that 

include mean and standard deviation [148]. A 2:1 ratio between the maximum standard 

deviation and the minimum standard deviation should be used as a general rule to apply 

on the items when focusing on validity, reliability, and assessment. If the item did not 

comply with the rule, it must be standardized to prevent significant differences within a 

scale. This approach can be used in any study that involves a questionnaire. Table 4.5 

presents the approximately equal means and standard deviation difference is within the 

ratio of 2:1 as recommended. Hence, all items can be kept for further analysis based on 

the rule of thumb.  
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Table 4.8: Summary statistics of each construct 

Constructs Items Items Minimum Maximum Mean Std. 

Deviation 

Facilitating 

Conditions (FC) 

F1 Getting help from a person or group is important when I use wearable 

technologies. 

1 5 3.82 1.292 

 
F2 I have the necessary knowledge to use it. 1 5 3.86 1.173 

 
F3 My financial status can support my acceptance. 1 5 3.82 1.258 

Compatibility 

(COM) 

COM1 Wearable technologies are compatible with my existing electronics 

(smartphone and others). 

1 5 3.52 1.268 

 
COM2 Using wearable technologies fits into all aspects of my work. 1 5 3.42 1.352 

 
COM3 Using it would not affect my daily life (because of its weight, volume, 

and others). 

1 5 3.40 1.369 

Social Influence 

(SI) 

SI1 People who affect my behavior think that I should use wearable 

technologies. 

1 5 3.82 0.983 

 
SI2 My family members and friends support my decision to use it. 1 5 3.86 0.988 

 
SI3 If the product has become a trend among people around me, I would 

consider using it. 

1 5 3.78 1.055 

Perceived 

Stigmatization (PS) 

PS1 People will look at me strangely if they see me using it. 1 5 2.84 1.225 

 
PS2 I am embarrassed to wear health monitoring devices. 1 5 2.79 1.269 

 
PS3 People around me would laugh at my wearable technology acceptance. 1 5 3.08 1.288 

Performance Risk 

(PR) 

PR1 I’m concern about whether will it provide the expected benefits 

(functionalities and others). 

1 5 3.77 1.152 

 
PR2 Smart wearable technologies may not work satisfactorily (measuring 

accuracy and quality concerns, and others). 

1 5 3.77 1.190 

 
PR3 Such technologies may lead to privacy violation. 1 5 3.73 1.141 

Anxiety (CE) CE1 Wearing this equipment is frightening. 1 5 2.99 1.339 
 

CE2 I don’t want it to be seen by other people. 1 5 3.15 1.361 
 

CE3 I am afraid that the equipment may suddenly stop functioning. 1 5 3.15 1.279 

Self-efficacy (SE) SE1 I feel confident wearing smart wearable technologies even if it can be 

seen by other people. 

1 5 3.36 1.184 

 
SE2 I feel confident using smart wearable technologies. 1 5 3.40 1.188 
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SE3 I feel confident getting information from wearing smart wearable 

technologies. 

1 5 3.57 1.182 

Perceived 

Usefulness (PU) 

PU1 Using the technology will make one's life more effective. 1 5 3.87 1.028 

 
PU2 My life will become more convenient when I use such technologies. 1 5 3.75 1.111 

 
PU3 It is very useful to use wearable technologies in life. 1 5 3.84 1.070 

Perceived Ease of 

Use (PEOU) 

PEOU

1 

I think wearable technologies are easy to use. 1 5 3.14 1.303 

 
PEOU

2 

My interaction with smart wearable technologies is clear. 1 5 3.10 1.303 

 
PEOU

3 

I can easily learn how to operate such technologies. 1 5 3.08 1.322 

Intention to Use 

(IU) 

IU1 Using smart wearable technology (it) is worthwhile. 1 5 3.66 1.102 

 
IU2 Using a smart wearable technology is a good idea. 1 5 3.76 1.116 

 
IU3 I intend to use wearable technologies in the future. 1 5 3.71 1.105 
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4.4 Assumption Testing 

The assumptions supporting the statistical foundations for multivariate analysis must then 

be put to the test. The explanation for the reason it is necessary to test the assumptions is 

divided into two main categories. First, there is a risk of bias and distortion due to the 

complexity of the relationships resulting from a large number of variables. Second, the 

indicators of assumptions violations might be covered in the complexity of the analysis 

and results that can be found in univariate analysis, which is a more straightforward 

approach [149]. 

4.4.1 Normality 

In the study field of statistic, the assumption of the observations to be normal tend to be 

conventional. This assumption reinforces the entire statistical framework, and the 

inference will fail if it is compromised. Therefore, it is crucial to check or test this 

assumption before performing any statistical analysis on the data [150].  

There are various statistical methods used for normality assumption on data 

analysis including regression, correlation, variance analysis, and t-tests. When the size of 

the sample has 100 or more observations, the central limit theorem stated that normality 

violation is not a major problem [151], [152]. The assumption of normality must be 

upheld regardless of the sample size in order to draw valid conclusions. However, the 

mean value of the data will be displayed if a continuous data set has a normal distribution. 

The significance level (P value) will then be determined by comparing the mean value 

between or among the groups. The mean value won't be a good indicator of the data's 

representativeness if the given data is not distributed normally. When the representative 

value of a dataset is selected wrongly, further calculation of significance level using this 

representative value will provide wrong interpretation and conclusions [153].  

The assumption of each item’s normal distribution in addition to all linear 

combinations of items incorporates the first presumption of multivariate analysis, which 
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is normality [154]. The data in this study are checked for normality using Mardia's 

multivariate kurtosis. There were few studies suggested that the software available online 

in statistical analysis website are used to measure the multivariate skewness and kurtosis, 

which can be found with the keyword “webpower multivariate kurtosis” in Google [119], 

[155].  

The multivariate skewness and kurtosis were evaluated following the suggestion 

of Hair et al. [139] and Cain et al. [156]. As shown by the results in figure 4.1, presenting 

Mardia's multivariate skewness and kurtosis, with (β = 17.856, p 0.01) and (β = 144.777, 

p 0.01) respectively, which indicates non-multivariate normal. According to Kline, a 

multivariate skewness should be ± 3 and multivariate kurtosis should be ± 20 [157]. As a 

result, a procedure of 5000-sample re-sample bootstrapping was used later in the 

structural modelling process with the report of path coefficients, followed by the standard 

errors, t-values, and p-values for the structural model, as suggested by Hair et al. (2019) 

[158].  

Figure 4.1: Mardia’s multivariate skewness and kurtosis 
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4.4.2 Common Method Variance 

Although some procedural measures have been taken before the distribution of questions, 

given that the data used in this study was gathered from a single source which may lead 

to common method variance (CMV). A systematic error variance is known to be CMV 

which is shared by variables that are measured using the same techniques or sources [159]. 

If the data is obtained through a self-administered questionnaire, testing on the risks of 

CMV is crucially important, especially when the criterion and predictor variables are 

gathered from the same participant [160]. CMV may have a bad influence on the validity 

of the constructs and a systematic bias will exist in the study [161]. 

 Statistical remedy in this study have been opted after data collection for reducing 

the CMV for this study. To determine which constructs exhibit variance inflation factor 

(VIF) values that are equal to or higher than threshold values, a full collinearity test was 

conducted [162]. Collinearity can be defined as a predictor-predictor phenomenon in 

multiple regression models. According to this conventional viewpoint, collinearity occurs 

when the same underlying construct are being assessed by two or more predictors. The 

lateral collinearity is defined by a predictor-criterion phenomenon when the same 

underlying construct as a variable is measured by a predictor variable to which is pointed 

in a model. In the relationship between the predictor and the criterion, the latter is the 

relevant criterion variable. The full collinearity test is one of the methods for determining 

the lateral collinearity. This can be accomplished by creating a block that contains all of 

the model's latent variables where the predictors are pointing at a single criterion (i.e., a 

dummy variable). Since it enables the identification of collinearity across all the 

constructs in the model, despite where they are positioned in the model, this constitutes a 

more cautious and thorough test of collinearity. 

The frequently advised values are 3.3, 5, and 10 [162]. The presence of 

collinearity among the variables would be implied if the VIF is greater or equal to the 
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threshold values (a.k.a. multicollinearity). A full collinearity test using the VIF has been 

proven to be successful in identifying CMV [163]. All constructs will be regressed using 

this method against a common variable; if a construct's VIF is greater than 3.3, this is a 

sign of pathological collinearity and also suggests that the model may be corrupted by the 

CMV. The VIF of the constructs used in this study is shown in Table 4.6. Despite the fact 

that two constructs have VIF values higher than 3.3, the values are still below the second 

cutoff point of 5. Therefore, a conclusion can be drawn that CMV is not a major issue for 

the data gathered in this study. 

Constructs VIF 

Anxiety 2.545 

Compatibility 2.564 

Facilitating Condition 1.847 

Intention to use 2.895 

Perceived Ease of Use 2.046 

Perceived Stigmatization 2.674 

Perceived Usefulness 3.940 

Performance Risk 1.317 

Self-Efficacy 3.459 

Social Influence 1.720 

Table 4.9: Full Collinearity Testing 
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4.5 Measurement Model Assessment 

The model was put to the test using a two-step procedure, as Anderson and Gerbing (1988) 

recommended [164]. The validity and reliability of the components used in the 

measurement model were evaluated in the first step as recommended by Hair et al. (2019) 

and Ramayah et al.  [114], [158]. The structural model was then run to put the developed 

model's hypothesis to the test. A bootstrapping method was used to evaluate the 

significance of the path coefficients and loadings. Since all of the research model's 

constructs in this study are multi-item constructs, they are conceptualized as reflective 

rather than formative. The reflective construct seeks to identify measurements with strong 

internal consistency, inter-correlation, and one-dimensionality. The procedures for 

accessing the measurement model are covered in the subsequent subsections. 

4.5.1. Internal Consistency Reliability 

The evaluation of internal consistency and reliability is the first assessment that is 

constructed by running two tests with Cronbach's Alpha and the Composite Reliability 

Index. Table 4.7 demonstrates that the Cronbach's Alpha values for each construct in this 

study is in the range of 0.878 to 0.959, meeting the threshold value of 0.7 [149]. 

 The use of Cronbach's Alpha as a tool to assess the consistency of the constructs 

has been the subject of discussions. It has been claimed that Cronbach's Alpha value 

underestimates the true reliability [134], [165]. As a result of its shortcomings, the 

Composite Reliability Index has been proposed as a substitute reliability test  [166]. When 

comparing with Cronbach's Alpha, composite reliability has been viewed as a more 

accurate measurement of reliability [167]. Recommendations state that the composite 

reliability should be higher than 0.7 to imply adequate internal consistency [168], [169]. 

Table 4.7 presents the composite reliability of all the constructs for the data in each group. 

The values for each group exceeded the recommended threshold value of 0.7, ranging 
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between 0.841 and 0.975, which suggests that the constructs' reliability is acceptable for 

the measurement model. 

4.5.2 Indicator Reliability (Outer Loadings) 

The indicator reliability is then assessed following the validation of the reliability for each 

internal consistency reliability. All items have satisfactory indicator reliability, as shown 

in table 4.7, with a range of 0.646 to 0.97. Since all of the values complied Byrne (2016)'s 

suggested threshold value of 0.5, none of the items were dropped.   

4.5.3 Convergent Validity 

Convergent validity refers to how closely individual indicators reflect a construct when 

compared to items measuring other constructs [170]. To determine convergence validity, 

the Average Variance Extracted (AVE) is measured with at least 0.5 or above on average 

in order to justify more than half of the indicators’ variance [133], [171]. The PLS 

Algorithm in SmartPLS 3.0 is used to determine the AVE value as shown in Table 4.7. 

For each group of data, all of the constructs recorded has an AVE value higher than 0.5. 

Performance Risk has the lowest AVE value reported with 0.643, followed by SI (0.761), 

FC (0.808), CA (0.820), PEOU (0.837), COM (0.841), PS (0.885), SE (0.888). The 

variable with the highest AVE, perceived usefulness, accounts for more than 90% of the 

variance. These findings show that the measurement model had sufficient convergent 

validity. 
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Variable Item Loading CR AVE 

Anxiety (CA) CA1 0.937 0.932 0.820 
 

CA2 0.941 
  

 
CA3 0.836 

  

Compatibility (COM) COM1 0.902 0.941 0.841 
 

COM2 0.918 
  

 
COM3 0.931 

  

Facilitating condition (FC) FC1 0.849 0.926 0.808 
 

FC2 0.909 
  

 
FC3 0.936 

  

Intention to Use (IOU) IOU1 0.967 0.975 0.930 
 

IOU2 0.970 
  

 
IOU3 0.956 

  

Perceived Ease of Use (PEOU) PEOU1 0.942 0.939 0.837 
 

PEOU2 0.890 
  

 
PEOU3 0.911 

  

Performance Risk (PR) PR1 0.777 0.841 0.643 
 

PR2 0.646 
  

 
PR3 0.954 

  

Perceived stigmatization (PS) PS1 0.961 0.959 0.885 
 

PS2 0.924 
  

 
PS3 0.937 

  

Perceived Usefulness (PU) PU1 0.969 0.973 0.922 
 

PU2 0.950 
  

 
PU3 0.962 

  

Self-Efficacy (CSE) CSE1 0.941 0.960 0.888 
 

CSE2 0.947 
  

 
CSE3 0.939 

  

Social Influence (SI) SI1 0.895 0.905 0.761 
 

SI2 0.892 
  

 
SI3 0.829 

  

Table 4.10: Measurement Model 

4.5.4 Discriminant Validity 

The discriminant validity of the model is then assessed where the extent to which items 

can be distinguished from other constructs [172]. Additionally, it evaluates how 

differently the overlapping constructs differ from one another. The Heterotrait-Monotrait 

(HTMT) correlation ratio is applied in this study for the assessment of discriminant 

validity. Through a Monte Carlo simulation study, Henseler et al. (2015) demonstrated 

the method's exceptional performance and discovered that this method has higher 

specificity and sensitivity rates (97% to 99%), when comparing to other methods such as 
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Fornell-Lacker and cross-loadings criterion. In this study, two techniques were chosen to 

evaluate discriminant validity. 

If the HTMT value is higher than the HTMT.85 value of 0.85 for the first technique, 

discriminant validity issues can be discovered [157]. Table 4.8 was produced using the 

PLS algorithm, and it demonstrates that none of the individual constructs have reached 

the HTMT.85 threshold. which shows that the measurement model accepts the construct 

validity. 

Additionally, a bootstrapping was used to determine whether the HTMT values 

deviate significantly from 1.00, as advised in [114]. The lack of discriminant validity is 

indicated by HTMT values close to 1 [173]. Comparing the value to a predetermined 

threshold is necessary when using the HTMT as a criterion. While some authors proposed 

a value of 0.90 [172], others suggested 0.85 as the threshold value [157]. None of the 

upper bounds of the HTMT 95% confidence intervals are higher than 0.85 or 0.90, as can 

be seen in Appendix 2. 

The evidence of bootstrap confidence interval results of the HTMT strengthens 

further to show that this study has established the discriminant validity on top of the 

conservative HTMT threshold of 0.85 supporting the discriminant validity. Therefore, it 

can be stated that this study's reliability and validity requirements have been satisfied. 

. 
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Table 4.11: Discriminant Validity 

Variable 1 2 3 4 5 6 7 8 9 10 

1. Anxiety 

          

2. Compatibility 0.382 

         

3. Facilitating condition 0.359 0.511 

        

4. Intention to Use 0.563 0.494 0.562 

       

5.Perceived Ease of Use 0.616 0.579 0.424 0.626 

      

6.Perceived Usefulness 0.746 0.447 0.523 0.653 0.581 

     

7. Perceived stigmatization 0.509 0.688 0.655 0.789 0.651 0.637 

    

8. Performance Risk 0.340 0.381 0.126 0.065 0.186 0.249 0.090 

   

9. Self-Efficacy 0.645 0.738 0.561 0.696 0.689 0.653 0.782 0.171 

  

10. Social Influence 0.147 0.317 0.591 0.537 0.320 0.425 0.573 0.167 0.429 
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4.6 Structural Model Assessment 

The analysis is then carried out further with a structural model evaluation after the 

measurement model has been established. The ability of the model to predict one or more 

target constructs is determined by using the structural model assessment [119]. 

4.6.1. Collinearity Issues 

The structural model evaluation process begins with the collinearity issue assessment. In 

order to avoid construct collinearity issues, a latent variable analysis in the structural 

model must be performed first. The VIF value is calculated in order to address the 

collinearity issues. According to Hair et al. [169] and Diamantopoulos & Siguaw [174], 

the threshold value for this assessment is 5 or 3.3, respectively. All inner VIF values for 

constructs as shown in Table 4.6 in section 4.4.2, fall within the range of 1.317 to 3.94, 

although is slightly higher than the value of 3.3 suggested by the study [174], it is still 

below the value of 5 which is supported by a more recent study [169]. As a result, the 

issue of collinearity in this study is not a major concern. 

4.6.2 Path Coefficients 

The earlier section 4.4.1 evaluates the multivariate skewness and kurtosis, as suggested 

by Hair et al. [119] and Cain et al. [156]. The outcomes showed that the data gathered for 

this study was not multivariate normal, as evidenced by Mardia's multivariate skewness 

and kurtosis based on β = 17.856 and β = 144.777 respectively with p < 0.01. As a 

necessary consequence, we used a 5000-sample re-sample bootstrapping procedure with 

the advice of Hair et al. [114], the path coefficients, standard errors, t-values, and p-values 

of the structural model were reported in this study [158]. The bootstrapping procedure is 

not constrained by the assumptions of statistical normality [175]. This is especially useful 

when the empirical data is commonly non-normally distributed. The PLS algorithm uses 

the one-tail option because the outcome of the study's hypothesis testing can be either 

positive or negative. 
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 In this study, there are 15 hypotheses developed for the constructs. For 

significance level testing, p-values for all hypotheses are generated via SmartPLS 3.0 

bootstrapping function. The critical value for a significance level is 0.05 (one-tailed test) 

as suggested in [119]. The results of the hypothesis testing Table 4.9 indicates that 9 out 

of 15 hypotheses were supported whereas 6 were not supported including H6 (p-value = 

0.092), H7 (p-value =0.563), H8 (p-value = 0.165), H11 (p-value = 0.116), H12 (p-value 

= 0.056), and H13 (p-value = 0.128)  

In the past decades, p-value has been frequently used as a decision rule to support the 

results of the model. However, it has been criticized that p-value is not enough to be a 

decision rule due to these three main reasons [176]. Firstly, the effect size or results’ 

importance is not being measured by the p-value. Second reason is p-value alone is not 

sufficient enough to be the evidence in supporting the hypotheses or the model. Lastly, 

scientific conclusions should not be made solely on the threshold of the p-value. In 

addition, p-values are no longer a good criterion to test the significance of a hypothesis, 

according to Hahn and Ang's criticism [177], In order to reach more accurate conclusions, 

they recommended a combination of criteria including p-values, confidence intervals, and 

effect sizes. 

4.6.3 Confidence Intervals 

When the indicator weight bootstrap distribution is skewed, Hair et al.’s [119] suggested 

using suggested using bootstrapping confidence intervals for significance testing. 

Additionally, Aguirre-Urreta and Ronkko [178] also suggested constructing bootstrap-

based confidence intervals using the percentile method. The hypothesis is not statistically 

significant if there is a zero in between the bias correct interval lower limit (BCI LL) and 

bias correct interval upper limit (BCI UL) of a confidence interval for an indicator weight. 

According to the results in Table 4.9, 9 out of 15 hypotheses were supported whereas 6 

hypotheses were rejected as their BCI LL and BCI UL include a zero in it. These 6 
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hypotheses are H6 (BCI LL = -0.021, BCI UL = 0.192), H7 (BCI LL = -0.08, BCI UL = 

0.126), H8 (BCI LL = -0.26, BCI UL = 0.032), H11 (BCI LL = -0.055, BCI UL = 0.151), 

H12 (BCI LL = -0.182, BCI UL = -0.001), and H13 (-0.025, BCI UL = 0.200).  

4.6.4 Assessment of Effect Size (f2) 

Last but not least, effect size is employed to evaluate the construct's significance which 

is the most commonly used Cohen’s f2 coefficient effect size in PLS-SEM [179]. The f2 

calculates a predictor construct's relative influence on endogenous constructs. Both 

statistical significance (p-value) and substantive significance (effect-size) should be 

reported, as suggested by Sullivan and Feinn [180]. According to Cohen's rule of thumb 

[179], the effect size is calculated with the values of 0.35, 0.15, and 0.02 denoting large, 

medium, and small effects respectively. 

 According to H1 (f2 = 0.109) and H3 (f2 = 0.112), the FC and SI have a minimal 

effect on PU. COM has a significant effect on PU based on H2 (f2 = 0.406) and a moderate 

effect on PEOU based on H5 (f2 = 0.235). PS has a minimal effect on IU based on H7 (f2 

= 0.034). While the effect of PU on IU is moderate with H11 (f2 = 0.264). Despite the fact 

that the hypothesis is supported, the FC is found to be having insignificant effects PEOU 

because the effect size is below 0.05 with f2 = 0.019. PEOU is also reported to be not 

insignificant on IU with (f2 = 0.016) even though the hypothesis is supported.  

 Based on the effect size, only 7 proposed hypotheses appeared to be important in 

this study. Those 6 proposed hypotheses include H1 (FC -> PU), H2 (COM -> PU), H3 

(SI -> PU), H5 (COM -> PEOU), H9 (SI -> IU), H10 (PS -> IU) and H14 (PU -> IU).       



75 
 

Table 4.12: Hypothesis Testing 

Hypothesi

s 

Relationship Std. 

Beta 

Std. 

Dev 

T-

value 

P-value BCI 

LL 

BCI 

UL 

f2 Effect 

size 

Result 

H1 Facilitating Condition -> Perceived Usefulness 0.267 0.062 4.292 p < .001 0.165 0.365 0.109 Small Supported 

H2 Compatibility -> Perceived Usefulness 0.460 0.057 8.113 p < .001 0.351 0.545 0.406 Large Supported 

H3 Social Influence -> Perceived Usefulness 0.249 0.053 4.688 p < .001 0.150 0.323 0.112 Small Supported 

H4 Facilitating Condition -> Perceived Ease of Use 0.144 0.079 1.810 0.035 0.006 0.265 0.019 No Supported 

H5 Compatibility -> Perceived Ease of Use 0.452 0.063 7.118 p < .001 0.344 0.561 0.235 Medium Supported 

H6 Social Influence -> Perceived Ease of Use 0.081 0.061 1.330 0.092 -

0.021 

0.192 0.007 No Not supported 

H7 Facilitating Condition -> Intention to Use 0.031 0.053 0.579 0.563 -0.08 0.126 0.001 No Not supported 

H8 Compatibility -> Intention to Use -0.102 0.074 1.39 0.165 -0.26 0.032 0.012 No Not supported 

H9 Social Influence -> Intention to Use 0.121 0.046 2.657 0.008 0.038 0.217 0.025 Small Supported 

H10 Perceived Stigmatization -> Intention to use -0.172 0.071 2.419 0.008 -

0.304 

-0.071 0.034 Small Supported 

H11 Performance Risk -> Intention to use 0.068 0.057 1.199 0.116 -

0.055 

0.151 0.011 Small Not supported 

H12 Anxiety -> Intention to use -0.092 0.058 1.595 0.056 -

0.182 

-0.001 0.010 No Not supported 

H13 Self-Efficacy -> Intention to use 0.080 0.070 1.135 0.128 -

0.025 

0.200 0.006 No Not supported 

H14 Perceived Usefulness -> Intention to use 0.498 0.067 7.461 p < .001 0.375 0.598 0.264 Medium Supported 

H15 Perceived Ease of Use -> Intention to use 0.105 0.056 1.879 0.030 0.014 0.192 0.016 No Supported 
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4.6.5 Coefficient of Determination (R2) 

The explanatory power of the model is assessed using the coefficient of determination 

score (R2) [181]. In-sample predictive power is another term for the R2 [182]. With a 

value range of 0 to 1, the R2  calculates the mode's predictive power, with higher values 

accounting for higher levels of explanatory power [133]. The values 0.75, 0.50, and 0.25 

of R2 are generally considered to be substantial, moderate, and weak respectively based 

on the rule of thumb [169], [183]. However, since R2 values also depend on the practice 

and the area of study, this general rule of thumb should only be used as a rough guide. 

When predicting stock returns, the acceptable R2 value of 0.10 is considered satisfactory 

[184]. Additionally, since the R2 depends on the quantity of predictor constructs, a higher 

R2 value is obtained when there are many predictor constructs. Therefore, the study 

context should always be taken into consideration when interpreting the R2. 

The R2 is calculated and presented using the SmartPLS algorithm. Due to R2 value 

will increase when the number independent variables increase, adjusted R2 was suggested 

instead as it relieve this issue by taking number of independent variables and sample into 

consideration [119]. Table 4.10 presents both the results of R2 and adjusted R2 for this 

study. The results present that the independent variables explain 64.20% of variance in 

the intention to use indicate a moderate predictive accuracy for the proposed model. 

Whereas perceived ease of use (R2 adjusted = 31.90%) and perceived usefulness (R2 

adjusted = 59.10%) also indicate a moderate predictive accuracy for the proposed model. 

Generally, the model is valid and appropriate to examine the elderly’s intention to use 

smart wearable technology using these constructs.  
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Table 4.13: Coefficient of Determination (R2) 

Hypothesis Dependant 

Variable 

R2 R2 Adjusted 

Facilitating Condition -> Intention to use 

Compatibility -> Intention to use 

Social Influence -> Intention to use 

Perceived Stigmatization -> Intention to use 

Intention to use 0.655 0.642 

Performance Risk -> Intention to use 

Anxiety -> Intention to use 

Self-Efficacy -> Intention to use 

Perceived Usefulness -> Intention to use 

Perceived Ease of Use -> Intention to use 

Facilitating Condition -> Perceived Ease of 

Use 

Perceived Ease of 

Use 

0.327 0.319 

Compatibility -> Perceived Ease of Use 

Social Influence -> Perceived Ease of Use 

Facilitating Condition -> Perceived 

Usefulness 

Perceived 

Usefulness 

0.596 0.591 

Compatibility -> Perceived Usefulness 

Social Influence -> Perceived Usefulness 
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5. CHAPTER 5: Discussion 
This chapter discusses the results and outcomes of the study on the basis of the research 

questions. The first section will present the overall conclusion for the results in this study. 

A detailed overview of the study's theoretical, practical, and contributing aspects is 

followed in the next section. Finally, this study's limitations and suggestions for future 

research are discussed. 

5.1 Recapitulation of the study 

This study concentrated on the variables that affect elderly people's intentions to use 

wearable smart technology. As the studies for the elderly’s acceptance on smart wearable 

technology are limited, hence, it is still unclear what factors affect older people's 

acceptance of smart wearable technology. An integrated Smart Wearable Technology 

Acceptance Model (SW-TAM) has been developed to address this concern and examine 

those factors. The results and outcomes used to support the objectives of this research are 

summarized as below: 

1. To explore and investigate external factors that might sway the elderly’s intention 

to embrace smart wearables. 

2. To discuss the perceived values of the elderly in the usage of smart wearable 

technology.  

3. To introduce an integrated model that combines TAM with variables taken from 

relevant studies. 

By reviewing previous related studies, a preliminary study was carried out to identify the 

factors influencing users' acceptance of technology. The final constructs to be included in 

this study were based on constructs that were most commonly discussed in the past related 

studies as discussed in Section 2. Some of the constructs were dropped while some were 

added to explore the factors on a different angle. All items were adapted from the most 

valid and reliable measurement instruments based on the current literature. After the 
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proposed model's final constructs were confirmed, questions for the survey were modified 

to fit our study after being obtained from earlier related studies. The respondents without 

any knowledge of smart wearable technology were removed from the data to avoid 

outliers and misinterpretation. 

 The structural model was assessed for the purpose of hypothesis testing after the 

measurement model's validity and reliability were established. The results of the analysis 

were also emphasized in the chapter previously. According to our study, the research 

model significantly explains 63% of the variation in IU, 31.80% of the variation in PEOU, 

and 59% of the variation in PU. In addition, this study accepted 8 of the 10 hypotheses. 

The results of this study are covered in the following section. 

5.2 Discussion of the Findings 

Given the paucity of studies on older people's acceptance of smart wearable technology, 

the primary goal of this study is to examine the factors that affect older people's intentions 

to use such technology. The relationship between PEOU and IU, as well as PU and IOU, 

have been the main determinants of the 12 hypotheses developed for this study. The 

following section discusses the study's findings as well as the responses to the research 

questions. 

 One of the study's main findings is that although the majority of the respondents 

are aware of smart wearable technology, almost half of them are not a user of smart 

wearable technology. This indicates that there is low awareness of smart wearable 

technology in Malaysia comparing to users in other countries. This statement can be 

supported by a survey done by Ipsos in 2018, where Malaysia is one of world’s smallest 

tech buyers with less than 13% smart wearable users in the country [185]. Studies on the 

acceptance of elderly in using the technology to monitor their health mostly have been 

conducted in modern countries [72], [98], [186], thus leading to the lack of studies in this 

field for developing countries such as Malaysia. A study on the acceptance of health IT 
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by users in developing nations was conducted, but no statistical analysis was offered; only 

an extension of the TAM with new model variables was suggested [187]. Therefore, this 

study will provide new insights to the current literature on the factors influence the 

elderly’s acceptance in using smart wearable technology. Furthermore, due to the fact that 

almost 50% of the participants are not a smart wearable technology user brings up the 

need to explore further in this industry.  

5.2.1 Research Question 1 

What are the external factors that could deviate the elderly’s intention to use smart 

wearables technology? 

5.2.1.1 External Factors 

H1. Facilitating conditions have positive impacts on perceived usefulness explicitly. 

H4. Facilitating conditions have positive impacts on perceived ease of use explicitly. 

H7. Facilitating conditions have positive impacts on intention to use explicitly. 

The facilitating conditions for the supported hypotheses may aid in boosting PEOU and 

PU. But due to the effect size f2 of facilitating condition on PEOU, this construct may not 

be important although the hypothesis is supported. In Lin et al.’s study, FC was found to 

be not having direct effect on PU [97]. On the contrary, our study’s results indicate 

otherwise. This may be due to having a larger sample size in our study as they only 

collected response from 146 of participants in their data. In Aggelidis and Chatzoglou’s 

study [72], facilitating condition is the main factor in affecting the behavioural intention 

also. It has shown that FC has positive effects on IU. Therefore, with the supported 

hypotheses and previous studies, it can be concluded that FC have direct positive effects 

on PEOU and PU. FC however has found to be not significant and direct positive effects 

on intention to use as the hypothesis was not supported. 
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H2. Compatibility has positive impacts on perceived usefulness explicitly. 

H5. Compatibility has positive impacts on perceived ease of use explicitly. 

H8. Compatibility has positive impacts on intention to use explicitly. 

PEOU and PU are directly benefited by compatibility. COM has been commonly 

discussed in the field of user acceptance in technology industry [95], [103], [188]. These 

studies also concluded that COM has a significant effect on IU. Table 4.9 also indicates 

that COM has a medium to large effect on the proposed model based on the effect size 

(f2). Hence, it can be concluded that COM has direct positive effects on PEOU and PU 

with supported hypotheses and the findings of the previous studies. On the contrary, COM 

has no significant and positive effects on IU. Meaning to say the COM of the smart 

wearable technology may not be one of the concerns that the elderly have in using the 

technology. 

H3. Social influence has positive impacts on perceived usefulness explicitly. 

H6. Social influence has positive impacts on perceived ease of use explicitly. 

H9. Social influence has positive impacts on intention to use explicitly. 

Lastly, SI has direct positive impacts on both PU and IU but has no significant or direct 

impacts on PEOU. It also indicated that SI has significant and positive effects on PU and 

IU in previous studies also [72], [97]. It has been previously reported that the opinions of 

the family members affected the mobile phone usage decisions of the older adults 

significantly [189]. Therefore, SI can be concluded as having positive direct effects on 

PU and IU with the supported hypotheses and the findings of the previous studies. 
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5.2.2 Research Question 2 

What human factors that the elderly might consider before using smart wearables 

technology? 

5.2.2.1 Human Factors 

H10. Perceived stigmatization has negative impacts on intention to use explicitly. 

H11. Performance risk has negative impacts on intention to use explicitly. 

PS can be also known as perceived social risk [97]. In Akturan and Tezcan’s study [190], 

they found that PS has negative direct effects on IU in mobile banking. It was also 

identified as a significant determinants on IU in online banking in Vietnam [191]. 

However, there are a few studies that identified perceived social risk as a non-significant 

factor in explaining behavioral intention [97], [192], [193]. As a result, this factor can be 

thoroughly investigated in order to determine what perceptions of social risk actually 

influence behavioral intentions. Regarding this study, it was discovered that PS had 

significant and negative impacts on the IU with the supported hypothesis and having a 

small effect size based on the f2 value. On the contrary, PR has found to be not significant 

and have no negative effects on IU as the hypothesis was rejected in the previous section. 

Which suggests that the PR of the wearable smart technology may not be a factor in 

determining whether to use it. 

H12. Computer anxiety has negative impacts on intention to use explicitly. 

H13. Self-efficacy has positive impacts on intention to use explicitly. 

CA has no significant negative effects on IU. In Dehghani et al.’s [194] study, CA has 

found to be having significant effects only on the intention to continue using the smart 

wearable technology. It has also been found that CA although has been reported having a 

significant effect on behavioral intention in smart wearable devices, they stated that the 

effect has neither to be positive or negative effect [195]. Therefore, CA should be further 

analyzed with more perspectives to understand the insights of computer anxiety 
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influencing the behavioral intention. As for this study, CA is not one of the factors that 

the elderly considered when intending to use smart wearable technology. 

SE also has no significant positive effects on intention to use as the hypothesis is rejected 

in the previous section. In previous studies, SE has found to be useful in predicting the 

behavioral intention [72], [188], [196]. However, there have been limited study that 

include SE as one of their factors on behavioral intention in smart wearable technology. 

Hence, this item could be an interesting insight for future researchers to be explored on. 

For this study, self-efficacy is not one of the factors affecting the intention to use. 

5.2.3 Research Question 3 

What values do the elderly perceive before using smart wearable technology? 

5.2.3.1 Perceived Values 

H14. Perceived usefulness has direct positive effect on intention to use. 

H15. Perceived ease of use has a direct positive effect on intention to use. 

PEOU and PU have been found to have significant positive effects on IU. However, PU 

has appeared to be more important and greater effect size compared to PEOU based on 

the f2 value. In the previous studies, PEOU has also found to be not having a significant 

effect on IU [70], [100], as the majority of the participants find that smart wearable 

technology is easy to use. In the field of this industry, PU has also found to be significant 

on the IU in many researches [72], [97], [188], [194], [197]. Therefore, PU is one of the 

crucial factors to be studied when researching the behavioral intention on the acceptance 

of technology. 
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6. CHAPTER 6: Conclusion 
 

Figure 6.1: Summary of the proposed model 

This study was carried out to determine the variables that affect elderly people's intention 

to use smart wearable technology in Malaysia. Smart wearable technology is a device that 

could help the elderly or their family members to monitor their health every day without 

affecting their daily routine remotely. Although there have been studies of the elderly’s 

acceptance of smart wearable technology, the factors that influence their decision in using 

the technology remain unresolved. As a result, this study has been carried out to 

investigate the variables that affect their decision from a different perspective by 

suggesting an integrated model, as shown in Figure 6.1. In our proposed model, we have 

integrated some additional constructs in the base model of TAM. To answer our research 

questions and objectives, these constructs are divided into three main categories. The 3 

main factors include external factors (i.e., FC, COM, SI), human factors (i.e., PS, PR, CA, 

SE), and perceived values (i.e., PEOU, PU). There were 9 out of 15 of the supported 

hypotheses in our findings of this study. Out of the 9 items, COM has been found to be 

important in explaining the IU of the elderly on smart wearable technology. While FC is 
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not an important item in explaining the IU. To summarize, external factors seem to be 

more having a significant effect on PU when comparing with PEOU. However, when it 

comes to explaining the factors that influence behavioral intention, perceived values are 

the better factors to be explored in influencing the decisions of the elderly. 

  

6.1 Research Implications 

6.1.1 Theoretical Implications 

In general, this research has made a number of significant theoretical contributions. By 

describing the factors that affect the acceptance of elderly people using smart wearable 

technology, this study fills a gap in the literature. 

 First of all, this study is one of the first few studies to investigate the factors that 

influence the acceptance of elderly people on smart wearable technology in developing 

countries. The items in our study were divided into 3 main categories: perceived values, 

human factors, and external factors. In previous related studies, there were very few that 

have looked into external and human factors. They only studied some of the external 

factors which were usually compatibility and social influence. Very few of them 

combined facilitating condition with compatibility and social influence. Only Li et al. [98] 

has included these 3 factors as external factors in their study but their study was conducted 

in a developed country. Therefore, in order to better understand the behavioral intentions 

of the elderly with regard to smart wearable technology, these three external factors can 

be further investigated in developing nations like Malaysia. 

 Second of all, the construct of individual context to be included in this study's 

technology acceptance model for the suggested model happens to be among the first few 

studies. As previously stated, the purpose of this study is to examine the variables that 

affect elderly people's behavior when using smart wearable technology. Although the 

hypotheses for both items have been rejected from our findings in this study, these items 
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should still be included for further investigation as here are very few prior studies that 

have looked at these 2 aspects of smart wearable technology acceptance. This study has 

found that compatibility has a medium to large effect on perceived usefulness and 

perceived ease of use based on the value of effect size f2 with the exception of individual 

context. Based on our literature review study, the previous related studies that include 

effect size in their analysis and results are close to none. Meaning this might be quite a 

new analysis for researchers to consider to be included in their analysis as it explains the 

sensitivity of their dependent variables to changes in the independent variable [198]. As 

Lin et al. [198] mentioned that p-values criterion is no longer as effective in supporting 

the hypothesis of the relationships. 

 Another theoretical contribution is this study presents the influence of PU and 

PEOU towards the acceptance of the smart wearable technology among the elderly. The 

finding of this study is consistent with what have been reported in the previous studies 

[199]–[203] which found that PEOU has lesser impact and is less important in the aspect 

of measuring the behavioral intention in using smart wearable technology compared to 

PU. This study also incorporated individual items to better understand what are the factors 

that the elderly will perceive as useful before considering using the smart wearable 

technology. It was found that facilitating condition, compatibility, and social influence 

are significant in determining the usefulness of the smart wearable technology. However, 

based on the findings of this study, compatibility is the most important in explaining the 

usefulness of the technology. Thus, it can be argued that the elderly will consider the 

usefulness of the smart wearable technology more than the ease of use when intending to 

use the technology. 

 Last but not least, this study significantly advances our knowledge of how elderly 

people intend to use smart wearable technology, especially in the context of developing 

nations such as Malaysia. Despite the fact that there were numerous studies on smart 
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wearable technology, most of them were conducted in developed. Hence leading to the 

lack of research on smart wearable technology among Malaysian consumers. Since the 

results from developed countries cannot be applied to developing nations such as 

Malaysia, it is essential to implement research with a local context focus. 

6.1.2 Practical Implications 

According to the study's findings, the majority of the tested variables in the Smart 

Wearable Technology Acceptance Model (SWTAM) have significant impacts on older 

people’s behavioral perspective to use smart wearable technology. In this light, 

understanding the factors will provide valuable insights to smart technology marketers, 

developers, and marketing researchers.  

 The findings of this study will provide crucial knowledge for smart wearable 

technology developers. This is very useful for the developers who are looking to increase 

their technology purchases and their revenues. Smart wearable technology developers and 

marketers can use the inputs from this study to form strategies to attract more users not 

only to buy the technology, but to continue using it and getting more advanced devices 

when they are launched.  

 Rich contextual information generated by the devices can be captured by smart 

wearable technology, and hence allowing the information to be used for a personalized 

experience deliverance [204]. Smart wearable technology's main advantage is its ability 

to offer a variety of inspection and tracking features, including biofeedback or any other 

sensory physiological functions that are related to biometry. Smart wearable technology 

can be a useful tool for expanding access to healthcare, empowering people to monitor 

their own health, and potentially lowering the cost of medical care. Understanding the 

determinants of SWTAM can help in better understanding potential consumer behaviors 

because the majority of target users are those who are health-conscious and capable of 

managing their own healthcare. 
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 One important consideration for smart wearable technology marketers is the 

compatibility of the technology. In the case of Malaysian smart wearable technology users, 

the study has found that compatibility is one of the biggest concerns in perceiving the 

usefulness of the technology. Furthermore, the elderly are also concerned about the 

compatibility in perceiving whether the technology is easy to use or not. Based on the 

findings, smart wearable technology designers should consider designing devices that are 

user-friendly enough for the elderly and that they are able to learn to use the devices very 

quickly and easily. For example, the designers could make the devices with a simpler 

interface so that the elderly can quickly pick up and learn how to use such devices. 

 In addition, social influence is also one of the considerations of the elderly on 

perceiving the usefulness of the smart wearable technology before they intend to use the 

technology. Which means that the marketers should educate the family members of the 

elderly on the importance of using smart wearable technology as well as the benefits of 

using the technology in order to convince the elderly to use it. As the opinions of a 

stranger can never be as convincing as the opinions of your surrounding friends and 

family. Therefore, marketers can be shifting their focus on the friends and family 

members of the users first to boost up the awareness and knowledge of smart wearable 

technology. For example, they could target the interest of their friends and family on the 

advantages of using such technology and how it helps to enhance their everyday life to 

influence the elderlies in their families in using it. 

6.2 Study Limitations 

While this study is one of the first few studies on exploring the factors of the behavioral 

intention on smart wearable technology in developing countries, this study has its own 

limitation. The first limitation of this study is that the data collected from the survey is 

through social media platforms. The facial expression of the participants while answering 

the survey cannot be seen and thus, we will never know if they fully understood the 
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questions of the survey and answered them accurately. Therefore, we can only assume 

that our participants understood the context of the questions in the survey and answered 

them correctly based on their own thoughts. The insights might be different if the survey 

was conducted face-to-face. 

In the aspect of the data collection, although Iacobucci’s [205] stated that a 100 

sample size is typically sufficient for convergence, while a 150 sample size is better 

sufficed for convergence as well as proper solution. He also stated that in some cases, 

some models can exhibit good performance with small sample size which are in the range 

of 50 to 100. In this study, a total 300 of participants were collected for our data, 266 of 

them were kept as our final data after data filtering. Even though 266 is far from enough 

based on the statement by Iacobucci [205], it is possible that different results can be 

obtained when the sample size of the data collection is bigger. 

 The next limitation is that due to smart wearable technology in Malaysia is not a 

very commonly used technology yet, the findings of this study could not be generalized 

to bigger region such as Asia. More studies should be performed in the aspect of Asia 

region by collecting more data across countries in Asia to gain more insights in this 

perspective. Therefore, the results obtained in this research are only reflective to the 

elderly in Malaysia. Hence, different results may be obtained when data is collected from 

different countries in the Asia region. 

 Furthermore, the current study was conducted as a cross-sectional study, which 

also indicated as one of the limitations to this study. A cross-sectional study may not be 

able to capture the dynamic and is harder to predict user behavior in regards of the new 

technology acceptance behavior. It can be argued that the results may be slightly biased. 

This is because the selected respondents do not have the actual smart wearable technology 

device for usage testing prior to answering the questionnaire. The result could vary if the 
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data were collected after the respondents have tested using an actual smart wearable 

technology device instead of just answering the questions based on imagination. An actual 

usage of the smart wearable technology device will influence the users’ intention as they 

are able to evaluate whether the technology is really useful to them. 

6.3 Recommendations for Future Research 

Based on the limitations mentioned above, this research provides several 

recommendations for future research as elaborated below: 

• Longitudinal data: Firstly, future research could explore the factors on behavioral 

intention in smart wearable technology by using longitudinal data. It would be 

interesting to examine whether the elderly’s decision to use smart wearable 

technology device changes over time. It would be interesting to understand how 

could repeated exposure influence behavioral intentions. It can be hypothesized 

that even though the elderly may not have the intention to use the device at first, 

prolonged interaction and exposure with the device may increase their confidence 

towards the usefulness of the technology. Consequently, this will increase the 

elderly’s willingness to use the smart wearable technology. 

• Design and Implementation: This study did not address the issues linked to the 

design and implementation of the smart wearable technology. Hence, future 

studies should examine the effect of interface design towards the elderly’s 

perception, attitude, and behavior on intention to use. Examining additional 

constructs of design structures such as weight, screen size, color scheme, and the 

interface will enrich the knowledge of smart wearable technology designers and 

its link to customers’ attitude towards the technology. 

• Experimental Research: Future studies can be done by repeating this study using 

a controlled experiment setting. Experimental research can be done with 

individuals to explore the actual usage of the technology within a timeframe and 
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what impact experience can have on intention and actual behavior. This will help 

with the accuracy verification of the research model. The findings may not be 

sufficiently conclusive for all the variables because this study only accounts for 

64.20% of the variation in the intention to use the technology. Future studies could 

therefore be conducted to broaden the study and gain more knowledge about the 

underlying causes of behavioral intention in smart wearable technology. 

• Functions and Features: It is also suggested that future studies should include 

functions and features in their variables. This is to gauge whether the users enjoy 

using the functions and features of the smart wearable technology and will it 

influence the user’s behavioral intention. Future studies can also focus on what 

are the functions and features the elderly prefer to have before intending to use 

the smart wearable technology. As this might increase the technology’s perceived 

usefulness and eventually the users’ willingness. 
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Appendix A. Questionnaires 
Title of the research: Health Monitoring through Smart Wearables for Elderly: A User 

Acceptance Model 

Part A: Demographic Information 

1. Gender: 

☐Male 

☐Female 

2. Age: 

☐Below 60 

☐60 to 64  

☐65 to 69 

☐70 to 74 

☐75 to 79 

☐80 and above 

3. What is your nationality? 

☐Malaysian 

☐Non-Malaysian 

4. Are you currently living alone? 

☐Yes 

☐No 

5. What is your education level? 

☐High School Level or lower 

☐Diploma Level 

☐Bachelor’s Degree Level or higher 

6. Have you heard of Smart Wearable Technology (E.g., Smartwatch, Fitness Tracker, Fall 

detection sensors, etc.)? 

☐Yes 

☐No  

7. Are you a user of Smart Wearable Technology (E.g., Smartwatch, Fitness Tracker, Fall 

detection sensors, etc.)? 

☐Yes 

☐No 

 

 

 

Answer the following questions by circling the most appropriate answer. 

(5 = Strongly Agree, 4 = Agree, 3 = Neutral, 2 = Disagree, 1 = Strongly Disagree) 
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Part B: 

Facilitating Conditions 

Getting help from a person or group is important when I use wearable 

technologies. 

1 2 3 4 5 

The use of Smart Wearable Technology is very supportive towards my health 

monitoring. 

1 2 3 4 5 

Training provided before using Smart Wearable Technologies is important to 

me. 

1 2 3 4 5 

Compatibility 

Wearable technologies are compatible with my existing electronics (smartphone 

and others). 

1 2 3 4 5 

Using wearable technologies fits into all aspects of my work. 1 2 3 4 5 

Using it would not affect my daily life (because of its weight, volume, and 

others). 

1 2 3 4 5 

Social Influence 

People who affect my behavior think that I should use wearable technologies. 1 2 3 4 5 

My family members and friends support my decision to use it. 1 2 3 4 5 

If the product has become a trend among people around me, I would consider 

using it. 

1 2 3 4 5 

 

Perceived Stigmatization 

People will look at me strangely if they see me using it. 1 2 3 4 5 

I am embarrassed to wear health monitoring devices. 1 2 3 4 5 

People around me would laugh at my wearable technology acceptance. 1 2 3 4 5 

Performance Risk 

I’m concern about whether will it provide the expected benefits (functionalities 

and others). 

1 2 3 4 5 

Smart wearable technologies may not work satisfactorily (measuring accuracy 

and quality concerns, and others). 

1 2 3 4 5 

Such technologies may lead to privacy violation. 1 2 3 4 5 

 

Anxiety 

Wearing this equipment is frightening. 1 2 3 4 5 

I don’t want it to be seen by other people. 1 2 3 4 5 

I am afraid that the equipment may suddenly stop functioning. 1 2 3 4 5 

Self-efficacy 

I feel confident wearing smart wearable technologies even if it can be seen by 

other people. 

1 2 3 4 5 

I feel confident using smart wearable technologies. 1 2 3 4 5 

Smart wearable technologies do not scare me at all. 1 2 3 4 5 

 

Perceived Usefulness 

Using the technology will make one's life more effective. 1 2 3 4 5 

My life will become more convenient when I use such technologies. 1 2 3 4 5 

It is very useful to use wearable technologies in life. 1 2 3 4 5 

Perceived Ease of Use 

I think wearable technologies are easy to use. 1 2 3 4 5 

My interaction with smart wearable technologies is clear. 1 2 3 4 5 

I can easily learn how to operate such technologies. 1 2 3 4 5 

Intention to Use 

Using smart wearable technology is worthwhile 1 2 3 4 5 

Using a smart wearable technology is a good idea. 1 2 3 4 5 

I intend to use wearable technologies in the future. 1 2 3 4 5 
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Appendix B. Confidence Intervals Bias Corrected 
 

5.0% 95.0% 

Compatibility -> Anxiety 0.248 0.482 

Facilitating Condition -> Anxiety 0.238 0.468 

Facilitating Condition -> Compatibility 0.392 0.617 

Intention to use -> Anxiety 0.458 0.653 

Intention to use -> Compatibility 0.392 0.587 

Intention to use -> Facilitating Condition 0.449 0.651 

Perceived Ease of Use -> Anxiety 0.507 0.703 

Perceived Ease of Use -> Compatibility 0.496 0.667 

Perceived Ease of Use -> Facilitating Condition 0.318 0.527 

Perceived Ease of Use -> Intention to use 0.541 0.694 

Perceived Stigmatization -> Anxiety 0.658 0.807 

Perceived Stigmatization -> Compatibility 0.348 0.544 

Perceived Stigmatization -> Facilitating Condition 0.432 0.611 

Perceived Stigmatization -> Intention to use 0.575 0.721 

Perceived Stigmatization -> Perceived Ease of Use 0.481 0.650 

Perceived Usefulness -> Anxiety 0.378 0.605 

Perceived Usefulness -> Compatibility 0.613 0.756 

Perceived Usefulness -> Facilitating Condition 0.557 0.744 

Perceived Usefulness -> Intention to use 0.731 0.831 

Perceived Usefulness -> Perceived Ease of Use 0.573 0.712 

Perceived Usefulness -> Perceived Stigmatization 0.566 0.699 

Performance Risk -> Anxiety 0.206 0.455 

Performance Risk -> Compatibility 0.268 0.485 

Performance Risk -> Facilitating Condition 0.054 0.224 

Performance Risk -> Intention to use 0.024 0.099 

Performance Risk -> Perceived Ease of Use 0.086 0.289 

Performance Risk -> Perceived Stigmatization 0.104 0.349 

Performance Risk -> Perceived Usefulness 0.035 0.196 

Self-Efficacy -> Anxiety 0.545 0.726 

Self-Efficacy -> Compatibility 0.666 0.792 

Self-Efficacy -> Facilitating Condition 0.458 0.672 

Self-Efficacy -> Intention to use 0.618 0.761 

Self-Efficacy -> Perceived Ease of Use 0.617 0.756 

Self-Efficacy -> Perceived Stigmatization 0.573 0.726 

Self-Efficacy -> Perceived Usefulness 0.704 0.843 

Self-Efficacy -> Performance Risk 0.068 0.279 

Social Influence -> Anxiety 0.076 0.247 

Social Influence -> Compatibility 0.172 0.441 

Social Influence -> Facilitating Condition 0.445 0.686 

Social Influence -> Intention to use 0.426 0.624 

Social Influence -> Perceived Ease of Use 0.208 0.437 

Social Influence -> Perceived Stigmatization 0.318 0.526 

Social Influence -> Perceived Usefulness 0.450 0.673 

Social Influence -> Performance Risk 0.069 0.332 

Social Influence -> Self Efficacy 0.297 0.554 
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